UNIT 1 
CLOUD COMPUTING 
STEP METERIAL

1. What is Internet Computing?
The emergence of computing clouds instead demands high-throughput computing (HTC) systems built with parallel and distributed computing technologies.
· The Platform Evolution
· The general computing trend is to leverage shared web resources and massive amounts of data over the Internet.
· Figure 1.1 illustrates the evolution of HPC and HTC systems.
· Supercomputers (massively parallel processors or MPPs) are gradually replaced by clusters of cooperative computers. 
· Peer-to-peer (P2P) networks are formed for distributed file sharing and content delivery application. 
· HTC paradigm pays more attention to high-flux computing. The main application for high-flux computing is in Internet searches and web services by millions or more users simultaneously.
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                                         Fig 1.1 Distributed System Models




· Computing Paradigm Distinctions
· Centralized computing
· Parallel computing
· Distributed computing
· Cloud computing
· Degree of Parallelism
 BLP(bit-level parallelism):  Advancements in computer architecture were done by increasing bit-level parallelism. Increasing the word size reduces the number of instructions the processor must execute in order to perform an operation on variables whose sizes are greater than the length of the word.
· The Trend toward Utility Computing
· Utility computing focuses on a business model in which customers receive computing resources from a paid service provider. All grid/cloud platforms are regarded as utility service providers.
· Cloud computing offers a broader concept than utility computing.
2. Explain about the Internet of Things and Cyber-Physical Systems?
· The Internet of Things
· The IoT refers to the networked interconnection of everyday objects, tools, devices, or computers. 
· One can view the IoT as a wireless network of sensors that connected all things in our daily life. These things can be large or small and they vary with respect to time and place. 
· The idea is to tag every object using RFID or related sensor or electronic technology such as GPS.
· In the IoT era, all objects and devices are instrumented, interconnected, and interacted with each other intelligently. This communication can be made between people and things or among the things themselves. Three communication patterns co-exist: namely H2H (human-to-human), H2T (human-to-thing), and T2T (thing-to-thing).
· Cyber-Physical Systems
· A cyber-physical system (CPS) is the result of interaction between computational processes and the physical world.
· A CPS merges the “3C” technologies of computation, communication, and control into an intelligent closed feedback system between the physical world and the information world. 
3. Eplain Multicore CPUs and Multithreading Technologies?
· Advances in CPU Processors
The architecture of a typical multicore processor as shown below
Multicore CPU and Many-Core GPU Architecture



· [image: ]Typical instruction scheduling patterns as shown below

· 



Only instructions from the same thread are executed in a super-scalar processor.
· Multithreading Technology
· Fine-grain multithreading switches the execution of instructions from different threads per cycle.
· Coarse-grain multi-threading executes many instructions from the same thread for quite a few cycles before switching to another thread.
· .The multicore CMP executes instructions from different threads completely.
The SMT allows simultaneous scheduling of instructions from different threads in the same cycle.



4. Explain the terms Memory, Storage, and Wide-Area Networking?
· Storage-Area Interconnects
· A storage area network (SAN) connects servers to network storage, such as disk array.
· Network attached storage (NAS) connects client hosts directly to the disk arrays.
5. Explain Virtual Machines and Virtualization Middleware?
· Today, to build large clusters, grids, and clouds, we need to access large amount of computing, storage, and networking resources in a virtualized manners.
[image: ]
 Data Center Virtualization for Cloud Computing
· Cloud computing is enables by the convergence of technologies in four areas.
· hardware virtualization and multi-core chips
· utility and grid computing
· SOA, Web 2.0, and WS mashups 
· SOA(Service-Oriented Architecture)
· autonomic computing and data center automation
6 .What is virtual Machine?
· The reincarnation of virtual machines (VMs) presents a great opportunity for parallel, cluster, grid, cloud, and distributed computing. 
	
· Virtualization technology benefits the computer and IT industries by enabling users to share expensive hardware resources by multiplexing VMs on the same set of hardware hosts. 
	
· This chapter covers virtualization levels, VM architectures, virtual networking, virtual cluster construction, and virtualized data-center design and automation in cloud computing. 

· In particular, the designs of dynamically structured clusters, grids, and clouds are presented with VMs and virtual clusters. 







IMPLEMENTATION LEVELS OF VIRTUALIZATION
· Virtualization is a computer architecture technology by which multiple virtual machines (VMs) are multiplexed in the same hardware machine. 
· The idea of VMs can be dated back to the 1960s [53]. The purpose of a VM is to enhance resource sharing by many users and improve computer performance .
· in terms of resource utilization and application flexibility. 
· Hardware resources (CPU, memory, I/O devices, etc.) or software resources (operating system and software libraries) can be virtualized in various functional layers. 
· This virtualization technology has been revitalized as the demand for distributed and cloud computing increased sharply in recently. 

















[bookmark: page4]3.1.1 Levels of Virtualization Implementation


· A traditional computer runs with a host operating system specially tailored for its hardware architecture, as shown in Figure 3.1(a). 

· After virtualization, different user applications managed by their own operating systems (guest OS) can run on the same hardware, independent of the host OS. 

· This is often done by adding additional software, called a virtualization layer as shown in Figure 3.1(b). 

· This virtualization layer is known as hypervisor or virtual machine monitor (VMM) [54]. The VMs are shown in the upper boxes, where applications run with their own guest OS over the virtualized CPU, memory, and I/O resources. 

· The main function of the software layer for virtualization is to virtualize the physical hardware of a host machine into virtual resources to be used by the VMs, exclusively. 

· This can be implemented at various operational levels, as we will discuss shortly. 
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[bookmark: page5]3.1.1 Levels of Virtualization Implementation
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[bookmark: page6]Design Objectives of Computer Clusters 


· The virtualization software creates abstraction of VMs by interposing virtualization layer at various levels computer system. 



· Common virtualization layers the instruction set architecture level, hardware level, operating level, library support level, application level. 
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3.1.1.1 Instruction Set Architecture Level
	
· At the ISA level, virtualization is performed by emulating a given ISA by the ISA of the host machine. 

· For example, MIPS binary code can run on an x86-based host machine with the help of ISA emulation. With this approach, it is possible to run a large amount of legacy binary code written for various processors on any given new hardware host machine. Instruction set emulation leads to virtual ISAs created on any hardware machine. 

· The basic emulation method is through code interpretation. An interpreter program interprets the source instructions to target instructions one by one. One source instruction may require tens or hundreds of native target instructions to perform its function. Obviously, this process is relatively slow. 

· For better performance, dynamic binary translation is desired. This approach translates basic blocks of dynamic source instructions to target instructions. 

· A virtual instruction set architecture (V-ISA) thus requires adding a processor-specific software translation layer to the compiler. 
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[bookmark: page8]Hardware Abstraction Level
· Hardware-level virtualization is performed right on top of the bare hardware. 
· On the one hand, this approach generates a virtual hardware environment for a VM. The process manages the underlying hardware through virtualization. 
· The idea is to virtualize a computer’s resources, such as its processors, memory, and I/O devices. 
· The intention is to upgrade the hardware utilization rate by multiple users concurrently. 
· The idea was implemented in the IBM VM/370 in the 1960s. More recently, the Xen hypervisor has been applied to virtualize x86-based machines to run Linux or other guest OS applications. 








[bookmark: page9] Operating System Level
· This refers to an abstraction layer between traditional OS and user applications. OS-level virtualization creates isolated containers on a single physical server and the OS instances to utilize the hardware and software in data centers. The containers behave like real servers. 
· OS-level virtualization is commonly used in creating virtual hosting environments to allocate hardware resources among a large number of mutually distrusting users. 
· It is also used, to a lesser extent, in consolidating server hardware by moving services on separate hosts into containers or VMs on one server. 
· OS-level virtualization is depicted in Section 3.1.3. 
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[bookmark: page10] Library Support Level


· Most applications use APIs exported by user-level libraries rather than using lengthy system calls by the OS. 

· Since most systems provide well-documented APIs, such an interface becomes another candidate for virtualization. Virtualization with library interfaces is possible by controlling the communication link between applications and the rest of a system through API hooks. 

· The software tool WINE has implemented this approach to support Windows applications on top of UNIX hosts. 

· Another example is the vCUDA which allows applications executing within VMs to leverage GPU hardware acceleration. 

· This approach is detailed in Section 3.1.4. 
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[bookmark: page11]User-Application Level

· Virtualization at the application level virtualizes an application as a VM. On a traditional OS, an application often runs as a process. 

· Therefore, application-level virtualization is also known as process-level virtualization. 

· The most popular approach is to deploy high level language (HLL) VMs. In this scenario, the virtualization layer sits as an application program on top of the operating system, and the layer exports an abstraction of a VM that can run programs written and compiled to a particular abstract machine definition. 

· Any program written in the HLL and compiled for this VM will be able to run on it. 

· The Microsoft .NET CLR and Java Virtual Machine (JVM) are two good examples of this class of VM. 

· Other forms of application-level virtualization are known as application isolation, application sandboxing, or application streaming. The process involves wrapping the application in a layer that is isolated from the host OS and other applications. The result is an application that is much easier to distribute and remove from user workstations. 

· An example is the LANDesk application virtualization platform which deploys software applications as self-contained, executable files in an isolated environment without requiring installation, system modifications, or elevated security privileges. 
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[bookmark: page12]Relative Merits of Different Approaches 

· Table 3.1 compares the relative merits of implementing virtualization at various levels. The column headings correspond to four technical merits. 

· “Higher Performance” and “Application Flexibility” are self-explanatory. 

· “Implementation Complexity” implies the cost to implement that particular virtualization level. 

· “Application Isolation” refers to the effort required to isolate resources committed to different VMs. 

· Each row corresponds to a particular level of virtualization. 

· The number of X’s in the table cells reflects the advantage points of each implementation level. Five X’s implies the best case and one X implies the worst case. 

· Overall, hardware and OS support will yield the highest performance. However, the hardware and application levels are also the most expensive to implement. 

· User isolation is the most difficult to achieve. ISA implementation offers the best application flexibility. 
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3.1.2 [bookmark: page13]VMM Design Requirements and Providers 


· As mentioned earlier, hardware-level virtualization inserts a layer between real hardware and traditional operating systems. This layer is commonly called the Virtual Machine Monitor (VMM) and it manages the hardware resources of a computing system. 


· Each time programs access the hardware, the VMM captures the process. In this sense, the VMM acts as a traditional OS. One hardware component, such as the CPU, can be virtualized as several virtual copies. Therefore, several traditional operating systems which are the same or different can sit on the same set of hardware simultaneously. 


· There are three requirements for a VMM. 

· First, a VMM should provide an environment for programs which is essentially identical to the original machine. 

· Second, programs run in this environment should show, at worst, only minor decreases in speed. 

· Third, a VMM should be in complete control of the system resources. Any program run under a VMM should exhibit a function identical to that which it runs on the original machine directly. 


· Two possible exceptions in terms of differences are permitted with this requirement: 

· 1) differences caused by the availability of system resources . This one arises when more than one VM is running on the same machine. The hardware resource requirements, such as memory, of each VM are reduced, but the sum of them is greater than that of the real machine installed. 

· 2) differences caused by timing dependencies. This qualification is required because of the intervening level of software and the effect of any other VMs concurrently existing on the same hardware. 




[bookmark: page14]VMM Design Requirements and Providers 

· Obviously, these two differences pertain to performance, while the function a VMM provides stays the same as that of a real machine. 

· A VMM should demonstrate efficiency in using the VMs. Compared with a physical machine, no one prefers a VMM if its efficiency is too low. 

· Traditional emulators and complete software interpreters (simulators) emulate each instruction by means of functions or macros. Such a method provides the most flexible solutions for VMMs. However, emulators or simulators are too slow to be used as real machines. 

· To guarantee the efficiency of a VMM, a statistically dominant subset of the virtual processor’s instructions needs to be executed directly by the real processor, with no software intervention by the VMM. 
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[bookmark: page15]VMM Design Requirements and Providers 


· Table 3.2 compares four hypervisors and VMMs that are in use today. 
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[bookmark: page16]VMM Design Requirements and Providers 


· Complete control of these resources by a VMM includes the following aspects: 

· (1) The VMM is responsible for allocating hardware resources for programs; 

· (2) It is not possible for a program to access any resource not explicitly allocated to it; 

· (3) It is possible under certain circumstances for a VMM to regain control of resources already allocated. 

· Not all processors satisfy these requirements for a VMM. A VMM is tightly related to the architectures of processors. It is difficult to implement a VMM for some types of processors, such as the x86. Specific limitations include the inability to trap on some privileged instructions. 

· If a processor is not designed to support virtualization primarily, it is necessary to modify the hardware to satisfy the three requirements for a VMM. This is known as hardware-assisted virtualization. 














[bookmark: page17]Virtualization Support at the OS Level 


· With the help of VM technology, a new computing mode known as cloud computing is emerging. 

· Cloud computing is transforming the computing landscape by shifting the hardware and staffing costs of managing a computational center to third parties, just like banks. 

· However, cloud computing has at least two challenges. 

· The first challenge is the ability to use a variable number of physical machines and VM instances depending on the needs of a problem. For example, a task may need only a single CPU during some phases of execution but may need hundreds of CPUs at other times. 

· The second challenge concerns the slow operation of instantiating new VMs. Currently, new VMs originate either as fresh boots or as replicates of a template VM, unaware of the current application state. Therefore, to better support cloud computing, a large amount of research and development should be done. 











[bookmark: page18]3.1.3 Virtualization Support at the OS Level
· As mentioned earlier, it is slow to initialize a hardware-level VM because each VM creates its own image from scratch. 

· In a cloud computing environment, perhaps thousands of VMs need to be initialized simultaneously. 

· Besides slow operation, storing the VM images also becomes an issue. As a matter of fact, there is considerable repeated content among VM images. 

· Moreover, full virtualization at the hardware level also has the disadvantages of slow performance and low density, and the need for para-virtualization to modify the guest OS. 

· To reduce the performance overhead of hardware-level virtualization, even hardware modification is needed. 






[bookmark: page19][bookmark: page22]Disadvantages of OS Extensions 


· The main disadvantage of OS extensions is that all the VMs at operating system level on a single container must have the same kind of guest operating system. That is, although different OS-level VMs may have different operating system distributions, they must pertain to the same operating system family. 

· For example, a Windows distribution such as Windows XP cannot run on a Linux-based container. However, users of cloud computing have various preferences. Some prefer Windows and others prefer Linux or other operating systems. Therefore, there is a challenge for OS-level virtualization in such cases. 

· Figure 3.3 illustrates the concept of OS-level virtualization. The virtualization layer is inserted inside the OS to partition the hardware resources for multiple VMs to run their applications in multiple virtual environments. To implement OS-level virtualization, isolated execution environments (VMs) should be created based on a single OS kernel. 

· Furthermore, the access requests from a VM need to be redirected to the VM’s local resource partition on the physical machine. For example, the chroot 

command in a UNIX system can create several virtual root directories within a host OS.
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· [bookmark: page23]By far, most reported OS-level virtualization systems are Linux-based. Virtualization support on the Windows-based platform is still in the research stage. The Linux kernel offers an abstraction layer to allow software processes to work with and operate on resources without knowing the hardware details. 

· New hardware may need a new Linux kernel to support. Therefore, different Linux platforms use patched kernels to provide special support for extended functionality. However, most Linux platforms are not tied to a special kernel. In such a case, a host can run several VMs simultaneously on the same hardware. 

· Table 3.3 summarizes several examples of Oslevel virtualization tools that have been developed in recent years. Two OS tools (Linux vServer and OpenVZ) support Linux platforms to run other platform-based applications through virtualization. These two OS-level tools are illustrated in Example 3.1. 

· The third tool, FVM, is an attempt specifically developed for virtualization on the Windows NT platform. 

VIRTUALIZATION STRUCTURES/TOOLS AND MECHANISMS 
· In general, there are three typical classes of VM architecture. Figure 3.1 showed the architectures of a machine before and after virtualization. 

· Before virtualization, the operating system manages the hardware. After virtualization, a virtualization layer is inserted between the hardware and the operating system. 

· In such a case, the virtualization layer is responsible for converting portions of the real hardware into virtual hardware. Therefore, different operating systems such as Linux and Windows can run on the same physical machine, simultaneously. 

· Depending on the position of the virtualization layer, there are several classes of VM architectures, namely the hypervisor architecture, para-virtualization, and host-based virtualization. 

· The hypervisor is also known as the VMM (Virtual Machine Monitor). They both perform the same virtualization operations. 
Hypervisor and Xen Architecture
· The hypervisor supports hardware-level virtualization (see Figure 3.1(b)) on devices like CPU, memory, disk and network interfaces. 

· The hypervisor software sits directly between the physical hardware and its OS. 

· The hypervisor provides hyper-calls for the guest OSes and applications. 

· Depending on the functionality, a hypervisor can assume a micro-kernel architecture like the Microsoft Hyper-V. Or it can assume a monolithic hypervisor architecture like the VMware ESX for server virtualization. 

· A micro-kernel hypervisor includes only the basic and unchanging functions (such as physical memory management and processor scheduling). The device drivers and other changeable components are outside the hypervisor. 

· A monolithic hypervisor implements all the aforementioned functions, including those of the device drivers. Therefore, the size of the hypervisor code of a micro-kernel hypervisor is smaller than that of a monolithic hypervisor. 

· Essentially, a hypervisor must be able to convert physical devices into virtual resources dedicated for the deployed VM to use. 
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[bookmark: page27]3.2.1.1 The Xen Architecture
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[bookmark: page28]The Xen Architecture 


· Xen is an open source hypervisor program developed by Cambridge University. 

· Xen is a microkernel hypervisor, which separates the policy from the mechanism. 

· The Xen hypervisor implements all the mechanisms, leaving the policy to be handled by Domain 0, as shown in Figure 3.5. 

· Xen does not include any device drivers natively [7]. It just provides a mechanism by which a guest OS can have direct access to the physical devices. As a result, the size of the Xen hypervisor is kept rather small. 

· Xen provides a virtual environment located between the hardware and the OS. 

· A number of vendors are in the process of developing commercial Xen hypervisors, among them are Citrix XenServer [62] and Oracle VM [42]. 

· The core components of a Xen system are the hypervisor, kernel, and applications. The organization of the three components is important. 
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[bookmark: page29]The Xen Architecture 
· Like other virtualization systems, many guest Oses can run on top of the hypervisor. However, not all guest OSes are created equal, and one in particular controls the others. 
· The guest OS, which has control ability, is called Domain 0, and the others are called Domain U. 
· Domain 0 is a privileged guest OS of Xen. It is first loaded when Xen boots without any file system drivers being available. 
· Domain 0 is designed to access hardware directly and manage devices. Therefore, one of the responsibilities of Domain 0 is to allocate and map hardware resources for the guest domains (Domain-U domains). 
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                                                              UNIT 2
1. Define cloud computing 

· The term Cloud refers to a Network or Internet. In other words, we can say that Cloud is  something, which is present at remote location. 
· Cloud can provide services over network, i.e., on public networks or on private networks, i.e., WAN, LAN or VPN. 
· Cloud can perform applications such as 
	e-mail, 	
	web conferencing, 
	customer relationship management (CRM). 



Cloud Computing: 
· Cloud Computing refers to manipulating, configuring, and accessing the applications online.
·  It offers online data storage, infrastructure and application.
· The cloud computing overcomes platform dependency issues. 
· The Cloud Computing is making our business application and mobile application. 




BENEFITS: 
  
· Cloud Computing has numerous advantages. Some of them are listed below: 
· One can access applications as utilities, over the Internet. 
· Manipulate and configure the application online at any time. 
· It does not require to install a specific piece of software to access or manipulate cloud application. 
· Cloud Computing offers online development and deployment tools, programming runtime environment through Platform as a Service model.   
· Cloud resources are available over the network in a manner that provides platform independent access to any type of clients. 
· Cloud Computing offers on-demand self-service. The resources can be used without interaction with cloud service provider. 
· Cloud Computing is highly cost effective because it operates at higher efficiencies with greater utilization. It just requires an Internet connection. 
· Cloud Computing offers load balancing that makes it more reliable. 

Characteristics of Cloud Computing:
The characteristics of cloud computing are given below:
1) Agility:
· The cloud works in the distributed computing environment. It shares resources among users and works very fast.
2) High availability and reliability:
· Availability of servers is high and more reliable, because chances of infrastructure failure are minimal.
3) High Scalability:
· Means "on-demand" provisioning of resources on a large scale, without having engineers for peak loads.
4) Multi-Sharing:
· With the help of cloud computing, multiple users and applications can work more efficiently with cost reductions by sharing common infrastructure.

5) Device and Location Independence:
· Cloud computing enables the users to access systems using a web browser regardless of their location or what device they use.
·  e.g. PC, mobile phone etc. As infrastructure is off-site (typically provided by a third-party) and accessed via the Internet, users can connect from anywhere.
6) Maintenance:
· Maintenance of cloud computing applications is easier, since they do not need to be installed on each user's computer and can be accessed from different places. So, it reduces the cost also.

7) Low Cost:
· By using cloud computing, the cost will be reduced because to take the services of cloud computing, IT company need not to set its own infrastructure and pay-as-per usage of resources.
8) Services in pay-per-use mode:
· Application Programming Interfaces (APIs) are provided to the users so that they can access services on the cloud by using these APIs and pay the charges as per the usage of services. 

TYPES OF CLOUD:  
There are certain services and models working behind the scene making the cloud computing feasible and accessible to end users. 
Following are the working models for cloud computing: 
·  Deployment Models 
·  Service Models 
 Deployment Models: 
·  Deployment models define the type of access to the cloud, i.e., how the cloud is located?
·  Cloud can have any of the four types of access: 
· Public, Private, Hybrid and Community. 
  
 Public Cloud: 
·  The Public Cloud allows systems and services to be easily accessible to the general public. 
· Public cloud may be less secure because of its openness.
· e.g., e-mail. 
Private Cloud: 
· The Private Cloud allows systems and services to be accessible within an organization. 
· It offers increased security because of its private nature. 
 Community Cloud: 
·  The Community Cloud allows systems and services to be accessible by group of organizations. 

Service Models: 
Service Models are the reference models on which the Cloud Computing is based.
These can be categorized into three basic service models as listed below: 
· Infrastructure as a Service (IaaS) 
· Platform as a Service (PaaS) 
· Software as a Service (SaaS) 
There are many other service models all of which can take the form like Network as a Service, Business as a Service, Identity as a Service, Database as a Service or Strategy as a Service. 
Infrastructure As A Service (Iaas): 
· IaaS provides access to fundamental resources such as physical machines, virtual machines, virtual storage, etc. 
Platform As A Service (Paas): 
· PaaS provides the runtime environment for applications, development & deployment tools, etc. 
Software As A Service (Saas): 
· SaaS model allows to use software applications as a service to end users. 


  
Public Cloud: 
· The Public Cloud allows systems and services to be easily accessible to general public.
· Public cloud services may be free. 
· however, security consideration may be substantially different for services (applications, storage, and other resources) that are made available by a service provider for a public audience and when communication is effected over a non-trusted network. 
· e.g., Google, Amazon, Microsoft offers cloud services via Internet. 


  
Advantages:
1) Low Cost:
· Public cloud is having low cost as compared to private or hybrid cloud, because it shares same resources with large number of consumer.
2) Reliable:
· Public cloud provides large number of resources from different locations, if any of the resource fail, public cloud can employ another one.
3) Flexible:
· It is very easy to integrate public cloud with private cloud and hence it gives flexible approach to consumers.
4) Location Independent:
· It ensures the independency of location, because public cloud services are delivered through Internet.

5) High Scalability
· Cloud resources are available as per the demand from the pool of resources that means they can be scaled up or down according to the requirement.
Disadvantages:
1) Low security
· In public cloud model, data is present off-site and resources are shared publicly. Hence it does not ensure the high level security.
2) Less customizable
· It is less customizable than private cloud.

Private Cloud:  
· The Private Cloud allows systems and services to be accessible with in an organization. 
· The Private Cloud is operated only within a single organization. However, It may be managed internally or by third-party. 
[image: public cloud model]

Advantages:
1) High security and privacy:
· Private cloud resources are shared from distinct pool of resources and hence highly secured.
 2) More control:
· Private clouds have more control on its resources and hardware than public cloud because it is accessed only within the boundary of an organization.
3)Cost and energy efficiency: 
·  Private cloud resources are not as cost effective as public clouds but they offer more efficiency than public cloud. 
Disadvantages:
1) Restriction:
· Private cloud is only accessible locally and it is very difficult to deploy globally.
2) More Cost:
· cloud is having more cost than public clouds.
3) Inflexible price:
· In order to full-fill demands, purchasing new hardware is very costly.
4) Less Scalability:
· Private clouds are scaled only within capacity of internal hosted resources.
Hybrid Cloud:
· The Hybrid cloud is the mixture of public and private cloud.
·  Non-critical activities are performed by public cloud while critical activities are performed by private cloud.
[image: hybrid cloud model]

Advantages:
1) Scalable:
· It provides both the features of public and private cloud scalability.
2) Flexible and secure:
· It provides secure resources because of private cloud and scalable resources because of public cloud.
3) Cost effective:
· It is having less cost as compared to private cloud.

Disadvantages:
1) Networking issues:
· Networking becomes complex because of private and public cloud.
2) Security Compliance:
· It is necessary to ensure that cloud services are compliant with the security policies of an organization.
Infrastructural Dependency: 
· The hybrid cloud model is dependent on internal IT infrastructure, therefore it is necessary to ensure redundancy across data centers. 

Community Cloud: 
· The Community Cloud allows system and services to be accessible by group of organizations. 
· It shares the infrastructure between several organizations from a specific community. 
· It may be managed internally or by the third-party. 
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Advantages:
· Ability to easily share and collaborate.
· Lower cost.
Disadvantages:
· Not the right choice for every organization.
· Slow adoption to date. 


IAAS 

· IaaS provides access to fundamental resources such as physical machines, virtual machines, virtual storage, etc. 
· Apart from these resources, the IaaS also offers: 
		1.Virtual machine disk storage . 
		2. Virtual local area network (VLANs) .
		3.Load balancers. 
		4.IP addresses . 
		5.Software bundles . 
· All of the above resources are made available to end user via server virtualization.
·  Moreover, these resources are accessed by the customers as if they own them.
· IaaS Examples: Amazon Web Services (AWS), Cisco Metapod,  Microsoft Azure, Google Compute Engine (GCE),  Joyent.



· Infrastructure as a Service (IaaS), are self-service models for accessing, monitoring, and managing remote datacenter infrastructures, such as compute (virtualized or bare metal), storage, networking, and networking services (e.g. firewalls). 
· Instead of having to purchase hardware outright, users can purchase IaaS based on consumption, similar to electricity or other utility billing.
· To deploy their applications, cloud users install operating-system images and their application software on the cloud infrastructure. 
· In this model, the cloud user patches and maintains the operating systems and the application software. Cloud providers typically bill IaaS services on a utility computing basis: cost reflects the amount of resources allocated and consumed.
Benefits [image: cloud-computing-security-13-728.jpg]
IaaS allows the cloud provider to freely locate the infrastructure over the Internet in a cost-effective manner. Some  of the key benefits of IaaS are listed below: 
	1.Full Control of the computing resources through Administrative Access to VMs.
	2.Flexible and Efficient renting of Computer Hardware.
	3.Portability, Interoperability with Legacy Applications. 
1.Full Control Over Computing Resources Through Administrative Access To VMS: 
· IaaS allows the consumer to access computing resources through administrative access to virtual machines in the following manner.
· Consumer issues administrative command to cloud provider to run the virtual machine or to save data on cloud's server. 
· Consumer issues administrative command to virtual machines they owned to start web server or installing new applications. 
2.Flexible And Efficient Renting Of Computer Hardware: 
· IaaS resources such as virtual  machines, storages, 
    bandwidth, IP addresses, monitoring services, firewalls, 
    etc., all are made available to the consumers on rent. 
· The consumer has to pay based the length of time a consumer retains a resource. Also with administrative access to virtual machines, the consumer can also run any software, even a custom operating system.  
3.Portability, Interoperability With Legacy Applications: 
· It is possible to maintain legacy between applications and workloads between IaaS clouds. 
· For example, network applications such as web server, e-mail server that normally runs on consumer-owned server hardware can also be run from VMs in IaaS cloud. 

Characteristics
 
· Virtual machines with pre-installed software.
· Virtual machines with pre-installed Operating Systems such as Windows, Linux, and Solaris.
· On-demand availability of resources.
· Allows to store copies of particular data in different locations.
· The computing resources can be easily scaled up and down.




Platform-as-a-Service

· PaaS offers the runtime environment for applications. It also offers development & deployment tools, required to  develop applications. 
· Cloud platform services, or Platform as a Service (PaaS), 
	are used for applications, and other development, while providing cloud components to software.
· PaaS has a feature of point-and-click tools that enables non-developers to create web applications. 
· Google's App Engine, Force.com are examples of PaaS offering vendors. 
· Developer may log on to these websites and use the built-in API to create web-based applications.
[image: Image_321_0]
 


Benefits


1.Lower Administrative Overhead: 
· Consumer need not to bother much about the administration because it's the responsibility of cloud provider.  
2.Lower Total Cost Of Ownership: 
· Consumer need not purchase expensive hardware, servers, power and data storage.  
3.Scalable Solutions:  
· It is very easy to scale up or down automatically based on application resource demands. 
4.More Current System Software: 
· It is the responsibility of the cloud provider to maintain software versions and patch installations. 
  
Characteristics

· PaaS offers browser based development environment. It allows the developer to create database and edit the application code either via Application Programming Interface or point-and-click tools.
· PaaS provides built in securtiy, scalability and  web service interface.
· PaaS provides built-in tools for defining workflow and approval processes and defining business rules.
· It is easy to integrate with other applications on the same platform.
·  PaaS also provides web services interfaces that allow us to connect the applications outside the platform.




PaaS Types: 
· Based on the functions, the PaaS can be classified into four types as shown in the following diagram: 
1.Stand-alone Development Environments: 
· The Stand-alone PaaS works as an independent entity for a specific function. 
· It does not include licensing, technical dependencies on specific SaaS applications. 
2.Application Delivery-only Environments:  
· The Application Delivery PaaS includes on-demand scaling and application security.  
3.Open Platform As A Service: 
· Open PaaS offers an open source software that helps a PaaS provider to run applications. 
4.Add-on Development Facilities:  
· The Add-on PaaS allows to customize the existing SaaS platform. 














Software-as-a-Service

· SaaS model allows to provide software application as a service to the end users. 
· It refers  to  a  software  that  is  deployed  on  a  hosted  service  and  is  accessible  via  Internet.  
· There  are  several SaaS applications, some of them are listed below: 
	1.Billing and Invoicing System.
	2.Customer Relationship Management (CRM) applications.
	3.Help Desk Applications.
	4.Human Resource (HR) Solutions.
· SaaS Examples: Google Apps, Salesforce, Workday,  
	Concur, Citrix GoToMeeting, Cisco WebEx

· Cloud application services, or Software as a Service (SaaS), represent the largest cloud market and are still growing quickly. 
· SaaS uses the web to deliver applications that are managed by a third-party vendor and whose interface is accessed on the clients’ side. 
· Most SaaS applications can be run directly from a web browser without any downloads or installations required, although some require plugins.
· Because of the web delivery model, SaaS eliminates the need to install and run applications on individual computers. 
· With SaaS, it’s easy for enterprises to streamline their maintenance and support, because everything can be managed by vendors: applications, runtime, data, 
	middleware, OSes, virtualization, servers, storage and networking.


The following diagram shows the SaaS implementations based an software applications:







Benefits

Using SaaS has proved to be beneficial in terms of scalability, efficiency, performance and much more. 
Some of the benefits are listed below: 
· Modest Software Tools.   
· Efficient use of Software Licenses. 
· Centralized Management & Data.   
· Platform responsibilities managed by provider.   
· Multitenant solutions. 

Characteristics

· SaaS makes the software available over the Internet.   
· The Software are maintained by the vendor rather than where they are running. 
· The license to the software may be subscription based or usage based. And it is billed on recurring basis.   
· SaaS applications are cost effective since they do not require any maintenance at end user side. 
· They are available on demand. 
· They can be scaled up or down on demand.   
· They are automatically upgraded and updated. 
· SaaS offers share data model. Therefore, multiple users can share single instance of infrastructure. It is not required to hard code the functionality for individual users.   
· All users are running same version of the software. 


MIGRATING INTO A CLOUD

· Cloud migration is the process of moving data, applications 
	or other business elements from an organization's onsite computers to the cloud, or moving them from one cloud environment to another.
· The process of transitioning all or part of a company’s data, applications and services from on-site premises behind the firewall to the cloud.
· where the information can be provided over the Internet on an on-demand basis. 
· While a cloud migration can present numerous challenges and raise security concerns.
· cloud computing can also enable a company to potentially reduce capital expenditures and operating costs.
· while also benefiting from the dynamic scaling, high availability, multi-tenancy and effective resource allocation advantages cloud-based computing offers.
· Cloud migration sometimes involves moving data or other business elements between cloud environments, 
	which is known as cloud-to-cloud migration. 
· The process of transitioning to a  different  cloud provider is known as cloud service migration. 
· Cloud migration perform the one model. 
       The Seven-step Model Of Migration Into A Cloud 


  

 
Assessment: The cost of migration as well as about the ROI (Return on Investment) that can be achieved in the case of production version. 
Isolate: In these step to isolating all systemic and environmental dependencies of the enterprise application components within the captive data center
Map: After isolation is complete, it can be generating the mapping constructs between what shall possibly remain in the local captive data center and what goes onto the cloud. 
Re-architect: After mapping the substantial part of the enterprise application needs to be re-architected, redesigned, and re-implemented on the cloud. 
· This gets in just about the functionality of the original enterprise application. Due to this migration, it is possible perhaps that some functionality is lost.
Augment: In the next process step we leverage the intrinsic features of the cloud computing service to augment our enterprise application in its own small ways.
Test: In these step we can validate and test the new form of the enterprise application with an extensive test suite that comprises testing the components of the enterprise application on the cloud as well. 
· These test results could be positive or mixed.
Optimize: In these we can iterate and optimize as appropriate. After several such optimizing iterations, the migration is deemed successful. 
· Our best practices indicate that it is best to iterate through this Seven-Step Model process for optimizing and ensuring that the migration into the cloud is both robust and comprehensive. 

Saas

· SaaS model allows to provide software application as a service to the end users. 
· SaaS are used to solve the IT problems. It Performs several ways clouds can be leveraged IT problems.
· It can be solve IT problems 2 ways via cloud.
        IT as a Service (ITaaS)
	    Integration as a service (IaaS).
· IT as a Service (ITaaS): It is used to most recent and efficient delivery method in the described IT landscape. 
· Integration as a service (IaaS): It is used to developmental stage and characteristics of  resource capability of clouds in fulfilling the business integration requirements. 
· Its over-comes the problems by smartly utilizing the time-tested business-to-business (B2B) integration technology as the value-added bridge between SaaS solutions and in-house business applications.
· B2B systems are capable of driving this new on-demand integration model because they are traditionally employed to automate business processes between manufacturers and their trading partners. 
· That means they provide application-to-application connectivity along with the functionality that is very crucial for linking internal and external software securely. 

· Integration as a Service (IaaS) is all about the migration of the functionality of a typical enterprise application integration (EAI) hub / enterprise service bus (ESB) into the cloud for providing for smooth data transport between any enterprise and SaaS applications. 
· Users subscribe to IaaS as they would do for any other SaaS application.

BUSINESSES-TO-BUSINESS INTEGRATION (B2Bi) SERVICES

· B2Bi has been a mainstream activity for connecting geographically distributed businesses for purposeful and beneficial cooperation.
·  Products vendors have come out with competent B2B hubs and suites for enabling smooth data sharing in standards-compliant manner among the participating enterprises.
· Enterprise Mashup Platforms and Tools.
· A Framework Of Sensor—cloud Integration. 
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