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Note: This question paper contains two parts A and B.
Part A is compulsory which carries 25 marks. Answer all questions in Part A.
Part B consists of 5 Units. Answer any one full question from each unit.
Each question carries 10 marks and may have a, b, ¢ as sub questions.
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1.a) Deﬁne the term Independent events. State the cendltlons tor independence of any three
events A, B and C. [2]
b) = In a single throw of two dice, what is the probability of obtaining a sum of at least 107
[3]
c) lefet en_tlate emdxtlona“_Fvent and eondltzonal Den51ty
ot ]
) Defme and mention the purpose of central limit Lheorem [3]
g)  Define Cross-Correlation Function and its Properties. [2]
h)  What is mean by strict-sense stationarity and derive condition for it? [3]
]

22) If A and B are any events, not necessarily mutually exclusive events, derive an
expression for probability of A Union B. When A and B are mutually exclusive, what

happens to the above expression derived?
State and prove Bayes theorem of probablhty [5+5]

Deﬁne the follow 0 terms
i)-joint probability-" *
ii) conditional probability

iii) total probability
b)  Considerthe experiment of tossing four coins. The random variable x is associated with

the number of tails showing. Compute and sketch the CDF of x. [5+5]
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| f:r4.a) If the mean and* arlance of the :b'“"omlal dlstub"‘”'{“:" ‘e.i 6 and 1\,.5:‘ respectlveiv F d“
O oEmAEmea (e o7 LN LT
b)  Fora function Y= (X - mx)/csx prove that mean is zero & variance is 1. [5+5]
OR
5.a)  An analog signal received at the detector (measured in micro volts) may be modeled as a

Gaussian random variable N (200,256) at a fixed point in time. What is the probability

that the 51gnal w111 exceed 240 pvs. What is the probablhty that the SIgnal is large1 than




b)

10.a)

average power in the process.

of Z=VX?* +V1*
For two zero mean Gaussian random variables X and Y show that their joint

S%P{*%{Of”3+ ]} [5+5]

Random “variables Z and" W are defined by. Z= XraY W= X-aY’ Where “a’ is a7l
number. Determine ‘a’ such that Z and W are orthogonal.
Joint probabilities of two random variables X and Y are given in Figure 1. [5+5]
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1

5 o5 (0.2 |0.15”

Find out
(i) Joint and marginal distribution functions and plot.
(ii) Joint and marginal density functions and plot. [5+5]

:: Sz) =2¢0s tand y

re¢ sample functlonsx(t, s1) =2, :

A..rando on51sts of th A ‘ 22,
X(t;$3) =3 sin t each occurring with’ equal probability. Is the process stationary in.any

A.fandom process.: :
sense?
Let N(t) be a zero mean wide sense stationary noise process for which Ran(t ) = (No/2)
§(t) where No > 0 is a finite constant. Determine whether N(t) is mean ergodic.  [5+5]

OR :
the auto correlation function for a stationary ergodic process with no periodic
SR XM, (.
_______ ider. coristant and  is:a

: Procs = P05 4 £ 0, oSt g
uniform random variable in (0, 7 /2). Show that X(t) is not a WSS process. Also find the
[5+5]

A WSS noise process N(t) has ACFRw ()= Pe ¥ Find PSD and plot both ACF and
PSD.
PSD a

',”ériodflfc randomprocess is Rm(r)xpt—;—} find th ]
‘ [5+5]

OR
Derive the relation between PSDs of input and output random process of an LTI system.
Find the ACF of the following PSDs ’
) Sul(®) = (157+ 1207) / (16+0?)(9+07)
if) Si(@) = 8/(9+ )" B B R ) R
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