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1. Department vision & mission:
Vision
To create a high quality academic and research environment, empower graduates to attain highest levels of excellence as IT professionals and produce innovative products and leaders to meet societal needs & global challenges.

Mission
· To provide quality education with basic competence in applied mathematics and computing.

· To offer state of art IT education, imparting skills for building cutting edge & innovative IT applications.

· To promote and support student involvement in collaborative IT research and development for a quality product.

2. Program Educational outcome (PEO):

PEO 1: To provide strong fundamentals in engineering principles to analyze, design and develop optimal solution using modern tools.

PEO 2: To create an Atmosphere for building the ability to lead or work in inter-disciplinary domains collaboratively and complete research & product oriented applications.

PEO 3: Exhibit professionalism, multidisciplinary teamwork and adapt to current trends by engaging in lifelong learning and practice their profession with legal and ethical responsibilities.
2.1 Program Outcome (PO):

· PO1.  An ability to apply knowledge of computing, mathematics, science and engineering fundamentals appropriate to the discipline.

· PO2.  An  ability  to  analyze  a  problem,  and  identify  and  formulate  the  computing  requirements appropriate to its solution.

· PO3.  An  ability  to  design,  implement,  and  evaluate  a  computer-based  system, process,  component,  or  program  to  meet  desired  needs  with  appropriate consideration  for  public  health  and  safety,  cultural,  societal  and environmental considerations.

· PO4.  An  ability  to  design  and  conduct  experiments,  as  well  as  to  analyze  and interpret data.

· PO5.  An  ability  to  use  current  techniques,  skills,  and  modern  tools  necessary for computing practice.

· PO6.  An ability to analyze the local and global impact of computing on individuals, organizations, and society.

· PO7.  Knowledge of contemporary issues.

· PO8.  An understanding of professional, ethical, legal, security and social issues and responsibilities.

· PO9.  An ability to function effectively individually and on teams, including diverse and multidisciplinary, to accomplish a common goal.

· PO10.  An ability to communicate effectively with a range of audiences.

· PO11.  An understanding of engineering and management principles and apply these to one’s own work, as a member and leader in a team, to manage projects.

· PO12. Recognition  of  the  need  for  and  an  ability  to  engage  in  continuing professional development.

Program Specific Outcomes (PSO’s)

· Professional Skills and Foundations of Software development: Ability to analyze, design and develop applications by adopting the dynamic nature of Software developments.
· Applications of Computing and Research Ability: Ability to use knowledge in cutting edge technologies in identifying research gaps and to render solutions with innovative ideas.
3. Course Outcomes
	S. No
	Course Out Come

	CO1
	Understand the concepts of computational Intelligence like Data Mining

	CO2
	Ability to get the skill to apply Data Mining techniques to address the real time problems in different areas

	CO3
	Understand Data Mining application


4.  Syllabus Copy

UNIT – I

Introduction to Data Mining: Introduction, What is Data Mining, Definition, KDD, Challenges, Data Mining Tasks, Data Preprocessing, Data Cleaning, Missing data, Dimensionality Reduction, Feature Subset Selection, Discretization and Binaryzation, Data Transformation; Measures of Similarity and Dissimilarity- Basics.
UNIT – II

Association Rules: Problem Definition, Frequent Item Set Generation, The APRIORI Principle, Support and Confidence Measures, Association Rule Generation; APRIOIRI Algorithm, The Partition Algorithms, FP-Growth Algorithms, Compact Representation of Frequent Item Set- Maximal Frequent Item Set, Closed Frequent Item Set.
UNIT – III

Classification: Problem Definition, General Approaches to solving a classification problem , Evaluation of Classifiers , Classification techniques, Decision Trees-Decision tree Construction , Methods for Expressing attribute test conditions, Measures for Selecting the Best Split, Algorithm for Decision tree Induction ; Naive-Bayes Classifier, Bayesian Belief Networks; K- Nearest neighbor classification-Algorithm and Characteristics.
UNIT – IV

Clustering: Problem Definition, Clustering Overview, Evaluation of Clustering Algorithms, Partitioning Clustering-K-Means Algorithm, K-Means Additional issues, PAM Algorithm; Hierarchical Clustering-Agglomerative Methods and divisive methods, Basic Agglomerative Hierarchical Clustering Algorithm, Specific techniques, Key Issues in Hierarchical Clustering, Strengths and Weakness; Outlier Detection.
UNIT – V

Web and Text Mining: Introduction, web mining, web content mining, web structure mining, we usage mining, Text mining –unstructured text, episode rule discovery for texts, hierarchy of categories, text clustering.
TEXT BOOKS:

1. Data Mining- Concepts and Techniques- Jiawei Han,MorganKaufmann Publishers, Elsevier, 2 Edition, 2006.

2. Introduction to Data Mining, Pang-Ning Tan, Vipin Kumar, Michael Steinbanch,Pearson Education.

3. Data mining Techniques and Applications, Hongbo Du Cengage India Publishing

REFERENCES:

1.Data Mining Techniques, Arun K Pujari, 3rd Edition, Universities Press.

2. Data Mining Principles & Applications – T.V Sveresh Kumar, B. Esware Reddy,Jagadish S Kalimani, Elsevier.

3. Data Mining, Vikaram Pudi, P Radha Krishna, Oxford University Press

5.Session plan/Lesson Plan.

	S. NO
	Topics

( JNTU Syllabus)
	Sub-Topic
	No. Of Lectures Required
	Suggested 
Books
	Remarks

	UNIT-I

	1


	Introduction to Data Mining
	What is Data Mining, Definition,
	L1
	T1


	

	
	
	KDD, 
	L 2
	T1, T2,R1
	

	
	
	Challenges
	L 3
	T1, T2, R2
	

	
	
	Data Mining Tasks
	L 4
	T1,T2,R2
	

	
	
	
	L5
	T1,T2,R1
	

	2
	Data Preprocessing 

	Data Cleaning, Missing data,
	L 6
	T1,T2,R1
	

	
	
	Dimensionality Reduction, Data Transformation
	L 7
	T1, R1
	

	
	
	
	L 8
	T2, R1
	

	3


	
	Feature Subset Selection
	L 9
	T1, T2, R2
	

	
	
	Discretization and Binaryzation
	L10
	T2, R1
	

	
	
	
	L11
	T2, ,R1
	

	
	Measures of Similarity and Dissimilarity- Basics.

	Data Transformation;
	L12
	T2, ,R1
	

	
	
	Measures of Similarity Dissimilarity
	L13
	T1, T2,R1
	

	
	
	
	L14
	T1, T2,R1
	

	
	
	Dissimilarity Measure
	L15
	T1, T2,R1
	

	UNIT-II

	    4
	Association Rules:
	Problem Definition, 
	L16
	T2, R1,R2
	

	
	
	Frequent Item Set Generation,
	L17
	T2, R1,R2
	

	
	
	The APRIORI Principle,Support and Confidence Measures
	L18
	T2, R1,R2
	

	    5
	Association Rule Generation;
	APRIOIRI Algorithm,
	L19
	T1, T2
	

	
	
	The Partition Algorithms
	L20
	T1, T2,


	

	
	
	FP-Growth Algorithms
	L21,L22
	T1, R1
	

	6


	Compact Representation
	Frequent Item Set- Maximal Frequent Item Set, Closed Frequent Item Set.
	
	
	

	
	
	
	L23, L24


	T1, T2

R1, R2
	

	UNIT-III

	  7


	Classification:
Classification Techniques
	Problem Definition, 

classification
	L25
	T1,R2
	

	
	
	General Approaches to solving a problem
	L26
	T1, T2,R1
	

	
	
	Evaluation of Classifiers,
	L27
	T1, R1
	

	
	
	Classification techniques,
	L28
	T1, T2


	

	
	
	Decision TreeConstruction
	L29
	T1, T2,R1
	

	
	
	Methods for Expressing attribute test conditions
	L30
	T1, T2,R1
	

	
	
	Measures for Selecting the Best Split,
	L31
	T1, T2,R1
	

	
	
	Algorithm for Decision tree Induction
	L32


	T1, T2
	

	8


	
	Naive-Bayes Classifier
	L33
	T1,T2,R1,
	

	
	
	Bayesian Belief Networks
	L33
	T1,T2,

R1,R2
	

	
	
	Bayes theorem
	L34
	T1,T2,

R1,R2
	

	
	
	K-Nearest 
	L35
	T1,  R1
	

	
	
	K- Nearest neighbor classification
	L36
	T1,  R1
	

	
	
	Algorithm and Characteristics
	L37
	T1,  R1
	

	UNIT-IV

	9
	Clustering
Partitioning Clustering-

	Problem Definition
	L38
	T1, T2, R1
	

	
	
	Clustering Overview, 
	L39
	T1, T2, R1
	

	
	
	Evaluation of Clustering Algorithms
	L40
	T1, T2, R1
	

	
	
	Partitioning Clustering-

	L41
	T1,R1
	

	
	
	K-Means Algorithm
	L42
	T1,R1
	

	
	
	 K-Means Additional issues,
	L43
	T1,R1
	

	
	
	PAM Algorithm;
	L44
	T1,R1
	

	10


	Hierarchical Clustering

	Agglomerative Methods and divisive methods,
	L45
	T1, T2, R1
	

	
	
	
	L46
	T1, T2,R1
	

	
	
	Basic Agglomerative Hierarchical Clustering Algorithm,
	L47
	T1, T2, R1
	

	
	
	Specific techniques
	L48
	T1, T2, R1
	

	
	
	Key Issues in Hierarchical Clustering
	L49
	T1, T2, R1
	

	
	
	Strengths and Weakness
	L50
	T1, T2, R1
	

	
	
	Outlier Detection
	L51
	T2, R1
	

	UNIT-V

	11


	Web and 

Text Mining

	Introduction, web mining,
	L 52
	T1, T2, R1
	

	
	
	web content mining
	L 53
	T1, T2, R1
	

	
	
	web structure mining,
	L 54
	T2, T2


	

	
	
	web usage mining,
	L 55


	T2, T2

R1,R2
	

	
	
	unstructured text,
	L 56,57
	   T2,R1,R2


	

	
	
	episode rule discovery for texts
	L 58
	T1, T2
	

	
	hierarchy of categories, text clustering.
	L 59,60
	T1, T2
	


METHODS OF TEACHING

	M1 : Lecture Method
	M6 : Tutorial

	M2 : Demo   Method
	M7 : Assignment

	M3 : Guest Lecture
	M8 : Industry Visit

	M4 : Presentation /PPT
	M9 : Project Based

	M5 : Lab/Practical
	M10 : Charts / OHP


6. SESSION EXECUTION LOG
	Unit. NO
	TOPIC
	SCHEDULED DATE
	COMPLETED DATE
	REMARKS

	I
	Measures of Similarity and Dissimilarity- Basics.
	1/10/20
	1/10/20
	

	II
	APRIOIRI Algorithm,

 Partition Algorithms,

 FP-Growth Algorithms,
	03/11/20
	03/11/20
	

	III
	Decision tree,
Naive-Bayes Classifier, Bayesian Belief Networks,

 K- Nearest neighbor  classification
	26/12/20
	26/12/20
	

	IV
	K-Means Algorithm
PAM Algorithm,

Agglomerative Hierarchical Clustering Algorithm
	29/01/21
	29/01/21
	

	V
	web mining, 

web content mining, 

web structure mining
	19/02/21
	19/02/21
	


7. Hand written notes to be attached
8. Assignment Questions along with sample Assignments Scripts
Data Mining 

Mid -I Assignment Questions

1. What is data mining and explain KDD process?(co1)
2. Explain the Data Preprocessing?(co3)
3. Explain Feature subset selection?(co2)
4. Explain frequent item set generation with  suitable example? (co1)

5. Give APRIOIRI Algorithm Explanation with example? (co2)
Data Mining

Mid - II ASSIGNMENT QUESTIONS
1.a . What is classification and What are the attribute selection measures?

   b. Explain Bayesian Belief Networks with example

2.a.What are the measures for assessing the quality of classifier performance?

   b. What is precision, accuracy and recall with example?

3.a.Explain about K nearest neighbor classifier with neat example

4.a.what is cluster analysis? Give different clustering techniques?

   b. Explain about Agglomerative and Divisive Hierarchical Clustering techniques?

 

5.a.Explain about web content mining 

   b. Explain about text mining

9.  Mid exam Question Papers along with sample Answers Scripts

Data Mining 
Mid -I Examination Question paper
SET-1

Explain the following 
    a) Missing Data [CO1]

    b) Noisy Data. [CO1]

    c) Inconsistent Data (CO1)

2) a) Describe the feature subset selection? [CO1]

      b) Illustrate the data transformation by normalization [CO2]

3) Explain classification-a two step approach with suitable example

4) Apply an Apriori algorithm for the given dataset below for frequent itemset mining [CO2]

	Tid
	List of items

	001
	Milk,dal,sugar,bread

	002
	Dal,sugar,wheat,jam

	003
	Milk,bread,curd,paneer

	004
	Wheat,paneer,dal,sugar

	005
	Milk,paneer,bread

	006
	Wheat,dal paneer,bread


Data Mining 
Mid - II Examination Question paper
1) a) What are the requirements of clustering in data mining and discuss about categorization of major clustering methods. [CO 4]

   b)  Explain the difference between Classification and clustering.[CO4]

2) Discuss about Bayesian classification in detail. [CO3]

3) Write a short note on following. [CO 5]
   a)  Text Mining Process.

   b)  Spatial Data Mining.

4)  Explain KNN Classification method with an Example. [CO 3]
10. Scheme of Evaluation

MID-II
SCHEME OF EVALUATION
	S.NO
	THEORY
	MARKS
	TOTAL

	1
	KNN Classification Method explaination
	3
	5

	
	2-3 Examples
	2
	

	2
	Explaination of  Naïve-Bayes  Algorithm
	5
	5

	3
	Definition of Web Mining with Example
	2.5
	5

	
	Definition of Text Mining with Example
	2.5
	

	4
	Web Usage Mining definition with usage
	2.5
	5

	
	Outlier Detection definition with applications
	2.5
	


11. Mapping of   COs with POs and PSO’s

	Course Outcomes
	Relationship of Course Outcomes (CO) to Program Outcomes (PO)



	CO/PO
	PO1
	PO2
	PO3
	PO4
	PO5
	PO6
	PO7
	PO8
	PO9
	PO10
	PO11
	PO12

	CO1
	-
	· 
	-
	-
	2
	-
	-
	-
	-
	-
	-
	-

	CO2
	-
	-
	2
	-
	-
	-
	-
	-
	-
	-
	-
	-

	CO3
	1
	2
	3
	-
	-
	-
	-
	-
	
	
	-
	-


12. Attainment of CO’s, PO’s and PSO’s (Excel Sheet)

13. University Question Papers/ Question Bank

Unit -1

1.What is Data Mining? Explain the process of knowledge discovery in database?
2. Write a short note on  Data Mining Functionalities?

3. Describe Classification of Data Mining Systems?

4. Explain Data Mining Task Primitives?

5.What are the various forms of data pre-processing techniques?

6. Mention Data mining functionality, classification, prediction, clustering & evolution analysis? 

7. What are the challenges in methodology of Data Mining technology?

8. Discuss issues to consider during Data Mining?

9. What defines a Data Mining Task Explain at least 5 primitives?

10. What is knowledge discovery? 

11. Explain the motivating challenges in development of data mining.

12. Explain with example the data mining tasks 

13.What is a data? What do you mean by quality of data? 

14.What is a data set? Explain the various types of data sets 

15. What is data preprocessing? 

Unit –II

1.What is Apriori algorithm? 

2. Explain the association rule Mining? 

3. What is more efficient method for Generalizing association rule explain? 

4. What is meant by association rule?

5.Explain the Partition Algorithms ?

6.State and explain FP-Growth Algorithms?

7.What is meant by Frequent itemset. ? 

8.What is meant by Maximal Frequent Item Set? 

9.What is meant by Closed Frequent Item Set?

Unit –III

1. Give Brief discussion about classifiers Problem Definition, 

2. General Approaches to solving a classification problem , 
3. Write short note on Evaluation of Classifiers , 
4. List Classification techniques, 
5. State and explain Decision Trees-Decision tree Construction ,
6. Explain Methods for Expressing attribute test conditions, 
7. Explain the Measures for Selecting the Best Split, 
8. Algorithm for Decision tree Induction ; 
9. Explain about Naive-Bayes Classifier, 
10. Explain aboutBayesian Belief Networks
11. Explain K- Nearest neighbor classification-Algorithm and Characteristics.
Unit –IV
1. Give Brief Discussion about Clustering Problem Definition?

2. Give Clustering Overview

3. Explain  Evaluation of Clustering Algorithms

4. Explain about Partitioning Clustering-K-Means Algorithm

5. Write a short note on K-Means Additional issues

6. Explain about PAM Algorithm.

7. Write a short note on Hierarchical Clustering.

8. Explain Agglomerative Methods and divisive methods

9. Explain Basic Agglomerative Hierarchical Clustering Algorithm.

10.  Give Specific techniques, Key Issues in Hierarchical Clustering

11. Explain Hierarchical Clustering Strengths and Weakness

12. Explain about Outlier Detection.

Unit –V
1. Write a short note on Web and Text Mining?

2. Explain about  web mining.

3. Explain about web content mining.

4. Explain  web structure mining?

5. State and explain we usage mining ?

6. Explain about Text mining

7. Give brief explanation about unstructured text

8. Explain episode rule discovery for texts.

9. Write about  hierarchy of categories, text clustering.

14. Power Point Presentations (PPTs)

15. Websites/URLs/ e- Resources.

1. https://www.tutorialspoint.com/data_mining/index.htm
2. https://www.javatpoint.com/data-mining
3. https://data-flair.training/blogs/data-mining-tutorial/
4. https://www.guru99.com/data-mining-tutorial.html
5. http://ir.inflibnet.ac.in:8080/ir/bitstream/1944/435/1/04Planner_22.pdf
6. https://www.talend.com/resources/data-mining-techniques/
Text Book Link:

T1 :

http://myweb.sabanciuniv.edu/rdehkharghani/files/2016/02/The-Morgan-Kaufmann-Series-in-Data-Management-Systems-Jiawei-Han-Micheline-Kamber-Jian-Pei-Data-Mining.-Concepts-and-Techniques-3rd-Edition-Morgan-Kaufmann-2011.pdf
