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1. Department vision & mission
Vision is a futuristic statement that the institute/department would like to achieve over a long period of time and mission is the means by which it proposes to move toward the stated vision.

	
	Vision Statement
	Mission Statement
	

	
	To be centre of technological

excellence for the service of the society
	To impart professional education endowed with human values to the younger generation so as to transform them to be competent and committed engineers capable of providing solutions to the global challenges in deploying technology for the service of

humanity
	

	            Institute
	
	
	

	
	
	
	

	(CMR Engineering College )
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	To be a centre of
	
	

	Department
	quality electronics
	To impart knowledge in the field of
	

	(Electronics and
	engineering
	electronics and its related areas with a focus
	

	Communication
	education for the
	on developing the required competencies and
	

	Engineering)
	benefit of the
	virtues to meet the requirement of the society
	

	
	Mankind


	
	


2. List of PEOs and POs 

Programme Educational Objectives (PEOs)
PEOs are broad statements that describe the career and professional accomplishments that the programme is preparing the graduates to achieve.


PEOs of UG programme in Electronics and Communication Engineering

	                     PEO 
	
	

	designation
	PEO description
	

	number
	
	

	ECE/PEO-I
	To  produce  graduates  with  a  solid  foundation  in  electronics  and
	

	
	communication engineering
	

	
	
	

	
	To   produce   technically   competent   graduates   with   ability   to
	

	ECE/PEO-II
	analyze,  design,  develop,  optimize  and  implement  electronic
	

	
	systems
	

	
	To produce graduates with sufficient breadth in electronics and its
	

	ECE/PEO-III
	related  fields  so  as  to  enable  them  solve  general  engineering
	

	
	problems
	

	
	To  produce  graduates  with  a  professional  outlook  who  can
	

	ECE/PEO-IV
	communicate effectively and interact responsibly with colleagues,
	

	
	clients, employers and the society
	

	ECE/PEO-V
	To  produce  graduates  who  will  pursue  lifelong  learning  and
	

	
	professional development including post graduate education
	

	
	
	


Programme Outcomes (POs)
Programme Outcomes are narrower statements that describe what the students are expected to know and be able to know by the time of graduation. These relate to the skills, knowledge, and behavior that the students acquire in their matriculation through the programme.




POs of the undergraduate programme in Electronics and Communication Engineering
	PO
	
	

	designation
	Programme Outcome (PO) Description
	

	number
	
	

	
	
	

	ECE/PO-1
	an ability to apply knowledge of mathematics, science, and
	

	
	engineering
	

	
	
	

	
	
	

	ECE/PO-2
	an ability to design and conduct experiments, as well as to analyze
	

	
	and interpret data
	

	
	
	

	
	
	

	
	an ability to design a system, component, or process to meet desired
	

	ECE/PO-3
	needs within realistic constraints such as economic, environmental,
	

	
	social, political, ethical, health and safety, manufacturability, and
	

	
	
	

	
	sustainability
	

	
	
	

	ECE/PO-4
	an ability to function on multidisciplinary teams
	

	
	
	

	ECE/PO-5
	an ability to identify, formulate, and solve engineering problems
	

	
	
	

	ECE/PO-6
	an understanding of professional and ethical responsibility
	

	
	
	

	ECE/PO-7
	an ability to communicate effectively
	

	
	
	

	
	the broad education necessary to understand the impact of
	

	ECE/PO-8
	engineering solutions in a global, economic, environmental, and
	

	
	societal context
	

	
	
	

	ECE/PO-9
	a recognition of the need for, and an ability to engage in life-long
	

	
	learning
	

	
	
	

	
	
	

	ECE/PO-10
	a knowledge of contemporary issues
	

	
	
	

	
	
	

	ECE/PO-11
	an ability to use the techniques, skills, and modern engineering tools 
	

	
	necessary for engineering practice
	

	
	
	

	
	
	

	ECE/PO-12
	an ability to initiate interdisciplinary projects
	

	
	
	

	ECE/PO-13
	an ability to generate ideas leading to research
	

	
	
	

	ECE/PO-14
	an ability to adapt to changing technological scenarios
	

	
	
	


3. Mapping of course objectives, course out comes with PEOS and Pos
5.Syllabus copy
UNIT-I:

Probability and Random Variable

Probability: Probability introduced through Sets and Relative Frequency, Experiments and Sample Spaces, Discrete and Continuous Sample Spaces, Events, Probability Definitions and Axioms, Mathematical Model of Experiments, Probability as a Relative Frequency, Joint Probability, Conditional Probability, Total Probability, Bayes’ Theorem, Independent Events.

Random Variable: Definition of a Random Variable, Conditions for a Function to be a Random Variable, Discrete, Continuous and Mixed Random Variables

UNIT-II:

Distribution & Density Functions and Operation on One Random Variable – Expectations:

Distribution & Density Functions: Distribution and Density functions and their Properties - Binomial, Poisson, Uniform, Gaussian, Exponential, Rayleigh and Conditional Distribution, Methods of defining Conditional Event, Conditional Density, and Properties.

Operation on One Random Variable – Expectations: Introduction, Expected Value of a Random Variable, Function of a Random Variable, Moments about the Origin, Central Moments, Variance and Skew, Chebychev’s Inequality, Characteristic Function, Moment Generating Function, Transformations of a Random Variable: Monotonic Transformations for a Continuous Random Variable, Non-monotonic Transformations of Continuous Random Variable, Transformation of a Discrete Random Variable.
UNIT-III:

Multiple Random Variables and Operations

Multiple Random Variables: Vector Random Variables, Joint Distribution Function, Properties of Joint Distribution, Marginal Distribution Functions, Conditional Distribution and Density – Point Conditioning, Conditional Distribution and Density – Interval conditioning, Statistical Independence, Sum of Two Random Variables, Sum of Several Random Variables, Central Limit Theorem (Proof not expected), Unequal Distribution, Equal Distributions.

Operations on Multiple Random Variables: Expected Value of a Function of Random Variables: Joint Moments about the Origin, Joint Central Moments, Joint Characteristic Functions, Jointly Gaussian Random Variables: Two Random Variables case, N Random Variable case, Properties, Transformations of Multiple Random Variables, Linear Transformations of Gaussian Random Variables.
UNIT-IV:

Stochastic Processes – Temporal Characteristics: The Stochastic Process Concept, Classification of Processes, Deterministic and Nondeterministic Processes, Distribution and Density Functions, Concept of Stationarity and Statistical Independence, First-Order Stationary Processes, Second-Order and Wide-Sense Stationarity, Nth Order and Strict-Sense Stationarity, Time Averages and Ergodicity, Mean-Ergodic Processes, Correlation-Ergodic Processes, Autocorrelation Function and its Properties, Cross-Correlation Function and its Properties, Covariance and its Properties, Linear System Response of Mean and Mean-squared Value, Autocorrelation Function, Cross-Correlation Functions, Gaussian Random Processes, Poisson Random Process.
UNIT-V:

Stochastic Processes – Spectral Characteristics: Power Spectrum: Properties, Relationship between Power Spectrum and Autocorrelation Function, Cross-Power Density Spectrum, Properties, Relationship between Cross-Power Spectrum and Cross-Correlation Function, Spectral Characteristics of System Response: Power Density Spectrum of Response, Cross-Power Spectral Density of Input and Output of a Linear System

4. Individual time table
	Day/Time
	9.10-10.10
	10.10-11.00
	11.00-11.50
	11.50-12.40
	12.40-01.20
	01.20-2.10
	2.10-3.00
	3.00-3.50

	Mon
	PTSP-C
	TT IV-B
	
	
	l

u

n

c

h
	PTSP-B
	PTSP-C
	SGS III-B

	Tue
	
	
	
	
	
	
	PTSP-B
	

	Wed
	
	PTSP-B
	
	
	
	
	
	PTSP-B

	Thu
	
	ATL II-C
	
	
	PTSP-C
	

	Fri
	PTSP-B
	BS LAB II-C
	
	
	
	

	Sat
	
	TT IV-A
	PTSP-C
	
	
	
	PTSP-C
	SPRT-II-B


5. Session plan & 7. Detailed lecture plan:
	S.NO
	Topic (JNTU syllabus)
	Sub-Topic
	No. of Lecturers Required
	Text Books
	Remarks

	
	Introduction
	UNIT I

	1
	
	Introduction to probability, Set theory


	02
	T1, R1,R6
	

	2
	
	Experiments and Sample Spaces, Discrete and Continuous Sample Spaces, Events
	02
	T1, R1,R6
	

	3
	
	Probability Definitions and Axioms, Mathematical Model of Experiments, Probability as a Relative Frequency
	02
	T1, R1,R6
	

	4
	
	Joint Probability, Conditional Probability 
	02
	T1, R1,R6
	

	5
	
	Total Probability, Bayes’ Theorem, Independent Events
	02
	T1, R1,R6
	

	6
	
	Definition of a Random Variable, Conditions for a Function to be a Random Variable, Discrete and Continuous, Mixed Random Variable
	02
	T1, R1,R6
	

	
	
	              No. Of classes taken to complete unit-1: 12
	

	
	Random variables-Operations
	                                                                                                            UNIT II

	7
	
	Distribution and Density functions, Properties
	03
	T1, R2,R6
	

	8
	
	Binomial, Poisson, Uniform and Exponential distribution
	02
	T1, R2,R6
	

	9
	
	Gaussian and Rayleigh distribution
	02
	T1, R2,R6
	

	10
	
	Conditional Distribution,  Methods of defining Conditioning Event, Conditional Density, Properties
	02
	T1, R2,R6
	

	11
	
	Expected Value of a Random Variable, Function of a Random Variable
	01
	T1,T2,R1
	

	12
	
	Moments about the Origin, Central Moments, Variance and Skew
	02
	T1,T2,R1
	

	13
	
	Chebychev’s Inequality
	01
	T1,T2,R1
	

	14
	
	Characteristic Function, Moment Generating Function
	03
	T1,T2,R1
	

	15
	
	Monotonic Transformations for a Continuous Random Variable
	01
	T1,T2,R1
	

	16
	
	Non monotonic Transformations of Continuous Random Variable, Transformation of a Discrete Random Variable
	01
	T1,T2,R1
	

	
	
	                     No. Of classes taken to complete unit- II: 19
	

	
	Random Vector- Operations 

on multiple Random Variables
	UNIT III

	17
	
	Vector Random Variables, Joint Distribution Function
	02
	T1, R1,R6
	

	18
	
	Properties of Joint Distribution, Marginal Distribution Functions
	02
	T1, R1,R6
	

	19
	
	Conditional Distribution and Density – Point Conditioning and Interval conditioning
	01
	T1, R1,R6
	

	20
	
	Statistical Independence
	02
	T1, R1,R6
	

	21
	
	Sum of Two Random Variables, Sum of Several Random Variables
	02
	T1, R1,R6
	

	22
	
	Central Limit Theorem, Unequal Distribution, Equal Distributions
	01
	T1, R1,R6
	

	23
	
	Expected Value of a Function of Random Variables
	02
	T1,T2,R1
	

	24
	
	Joint Moments about the Origin, Joint Central Moments
	02
	T1,T2,R1
	

	25
	
	Joint Characteristic Functions
	01
	T1,T2,R1
	

	26
	
	Jointly Gaussian Random Variables: Two Random Variables case, N Random Variable case, Properties
	02
	T1,T2,R1
	

	27
	
	Transformations of Multiple Random Variables
	01
	T1,T2,R1
	

	28
	
	Linear Transformations of Gaussian Random Variables
	01
	T1,T2,R1
	

	
	
	                  No. Of classes taken to complete unit-3 : 19
	

	
	Random Processes
	UNIT  IV

	29
	
	The Stochastic Process Concept, Classification of Processes, Deterministic and Nondeterministic Processes
	02
	T1, R1, R2
	

	30
	
	Distribution and Density Functions, Concept of Stationarity and Statistical Independence
	02
	T1, R1, R2
	

	31
	
	First-Order Stationary Processes, Second- Order and Wide-Sense Stationarity, N-Order and Strict-Sense Stationarity
	02
	T1, R1, R2
	

	32
	
	Time Averages and Ergodicity, Mean-Ergodic Processes, Correlation-Ergodic Processes
	02
	T1, R1, R2
	

	33
	
	Autocorrelation Function and Its Properties, Cross-Correlation Function and Its Properties, Covariance and its properties
	02
	T1, R1, R2
	

	34
	
	Gaussian Random Processes, Poisson Random Process
	02
	T1, R1, R2
	

	
	
	             No. Of classes taken to complete unit-IV :12
	

	
	
	UNIT VIII

	42
	
	Power Spectrum and its Properties
	01
	T1, R1
	

	43
	
	Relationship between Power Spectrum and Autocorrelation Function
	02
	T1, R1
	

	44
	
	Cross-Power Density Spectrum, Properties
	01
	T1, R1
	

	45
	
	Relationship between Cross-Power Spectrum and Cross-Correlation Function
	02
	T1, R1
	

	46
	
	Spectral Characteristics of System Response: Power Density Spectrum of Response
	02
	T1, R1
	

	
	
	Cross-Power Spectral Density of Input and Output of a Linear System
	01
	T1, R1
	

	
	
	Linear System Response of Mean and Mean Squared Value, Autocorrelation Function, Cross-Correlation Functions
	02
	T1, R1, R2
	

	
	
	  No. Of classes taken to complete unit-V :11                                
	

	                     TOTAL NO. OF CLASSES REQUIRED            72        
	
	


8. Session execution log

	S.No
	Syllabus
	Scheduled completed  date 
	Completed date
	Remarks 

	1
	I-UNIT
	
	
	

	2
	I1-UNIT
	
	
	

	3
	I11-UNIT
	
	
	

	4
	IV-UNIT
	
	
	

	5
	V-UNIT
	
	
	


9. Assignment Questions
Unit – I 

SET-1

1. What is sample space? Explain the Discrete sample space and Continuous sample space each with a suitable example. 

2. In a game of dice a “shooter” can win outright if the sum of the two numbers showing up is either 7 or 11 when two dice are thrown. What is his probability of winning outright?

3. Define and explain random experiment with an example. 

4. Four cards are drawn from a well shuffled pack of playing cards. Find the probability that 

i) All are clubs 

ii) Two are spades & two are hearts 

iii) Four cards are from different suits.

SET-2

1. a) Give the classical definition of probability. 

b) A card is drawn from a pack of 52 cards. Find the probability of getting a king or a heart or a red card                                  

2. a) Aircrafts arrive at an airport according to a Poisson process at a rate of 12 per hour.All aircrafts are handled by one air traffic controller. If the controller takes a 2 minute coffee break, what is the probability that he will miss one or more arriving aircrafts? 

  b) Telephone calls are initiated through an exchange at the average rate of 75 per minute and are described by a Poisson process. Find the probability that more than 3 calls are initiated in any 5 second period.

3. a) What is the probability of getting 53 Sundays in a leap year?     

  b) In a box there are 500 colored balls: 75 black, 150 green, 175 red, 70 white and 30 blue. What are the probabilities of selecting a ball of each color?




4. (a) Explain the terms Joint probability and Conditional probability.

  (b) Show that Conditional probability satisfies the three axioms of probability.

SET-3

1. Two cards are drawn from a 52-card deck (the first is not replaced):

    i. Given the first card is a queen. What is the probability that the second is also a queen?

    ii. Repeat part (i) for the first card a queen and second card a 7.

    iii. What is the probability that both cards will be the queen? 

2. Show that Conditional probability satisfies the three axioms of probability. 

3. Explain discrete and continuous sample spaces with examples. 

4. A batch of 50 items contains 10 defective items. Suppose 10 items are selected at random and tested. What is the probability that exactly 5 of the items tested are defective?

SET-4

1. i) When do you say that two events are independent? 

  ii) The probability, P, assigned to an event must satisfy certain conditions. What are they? 

2. A block of 100 bits is transmitted over a binary communication channel with probability of bit error P = 103. Find the probability that the block contains three or more errors.

3. a) State and prove Bayes theorem for conditional probability. 

   b) An urn contains 10 white and 12 red chips. Two chips are drawn at random and, without looking at their colors, are discarded. What is the probability that a third chip drawn is red? 

4. Explain the following with examples 

i) Relative frequency definition of probability 

ii) Conditional probability and 

iii) Total probability. 

Unit -II

SET-1

1.a Determine E[X] and VAR[X] of Poisson random variable X. 

b. State any four properties of probability density function.

2. a. Discuss the conditions for a function to be a random variable. 

b. Determine the cumulative distribution function and probability density function of Y given that Y = 2X+3 and that fX(x) = 2e-xu(x).

3. a. i) Define the expected value of continuous random variable X. 

  ii) Determine the mean for a uniform random variable. 

  b. Find the mean and variance of the binomial random variable?

4. a. Determine the relationship between central moments and moments about origin. 

  b. The time X between customer arrivals at a service station has an exponential probability density function with parameter λ. Find the mean inter arrival time.

SET-2

1. a .A discrete random variable X has possible values which occur with probabilities 0.4, 0.25, 0.15, 0.1 and 0.1 respectively. Find the mean value   

b. List the properties of conditional density function.

2. a. Define a random variable? Explain its importance with an example

   b. What is Probability distribution function? Explain its properties

3. a) Calculate E[X3], if X is uniformly distributed. 

  b) State and prove any four properties of characteristic function.

4. a) Calculate E[X] if X is a Poisson random variable with parameter λ. 

  b) Show that a linear transformation of a Gaussian random variable produces another Gaussian random variable.

SET-3

1. a. A random variable has probability density function

     fx(x)  = cx(1-x)       0≤x≤1 

0 else where

   Find a) c   b) p(1/2≤X≤3/4)
c) Fx(x)

  b.The probability density function (Pdf) of the amplitude of speech waveforms is found 
to decay exponentially at a rate α, so the following Pdf is purposed: 

    fx(x) = C exp(-α|x|), Find the constant C.

2. a .The waiting time X of a customer in a queuing system is zero if he finds the system idle and an exponentially distributed random length of time if he finds the system busy. The probabilities that he finds the system idle or busy are P and 1-P, respectively. Find the cumulative distribution function of X

  b. What is Probability density function? Explain its properties

3. Calculate E[X] when X is binomially distributed with parameters n and p. 
4. The characteristic function for a Gaussian random variable X, having a mean value of 0, is  Φx(w)=exp(-σx2w2/ 2)Find all the moments of X using Φx(w).

SET-4

1.a. A random variable has probability density function

     fx(x)  = cx(1-x)       0≤x≤1 

1 else where

   Find a) c   b) p(1/2≤X≤3/4)
c) Fx(x)

 b. List the properties of conditional density function

2. a. Determine the cumulative distribution function and probability density function of Y 
given that Y = 2X+3 and that fX(x) = 2e-xu(x).

 
b. Discuss the conditions for a function to be a random variable.

3.a. Calculate the expectation of an exponential distributed random variable having parameter λ. 

  b. Define the moment generating function(MGF) and discuss about the disadvantage of 
MGF over the characteristic function

 4.a. Find the expected value of the random variable X, whose probability density function 
is f(x) = (1/2k), for k = 1,2,3 etc

  b.Find the variance of a random variable X with a density function  fx(x) =1/2exp(-|x|).
Unit-III 

SET-1

1. a. Define and explain conditional probability mass function. Give its properties

b. The joint probability density function of two random variables X and Y is given by

          f(x,y) = c(2x+y) ; 0≤x≤1,0≤y≤2   0; else where

Find:

i. The value of ‘c’.

ii. Marginal distribution function of x and y.

2. a. A joint pdf is

 
fxy(x,y) = 1/ab   ; 0<x<a,0<y<b  

0;elsewhere


i.find and sketch Fxy(x,Y)


ii.if a<b find P[x+y≤3a/4]

 b. Find the value of constant b so that fxy(x,y) = bxy2exp(-2xy)u(x-2)u(y-1) is valid joint pdf.

3. a Define joint central moments for two random variables X and Y and explain the covariance of two random variables.

 b. Explain Gaussian density function for N random variables. 

4. a. State and prove the properties of joint moment generating function.

  b. State and prove any four properties of cross-correlation function

SET-2

1. a. State and prove any four properties of probability distribution function. 

b. Find the value of constant b so that fxy(x,y) = bxy2exp(-2xy)u(x-2)u(y-1) is valid joint 
pdf.

2 .a. State and prove any four properties of probability distribution function. 

b. Let the random variable Y be defined by Y=X2 Where X is continuous random variable. Find the cumulative distribution function and probability density function of Y.

3 .a. Define covariance of random variables X and Y and explain correlation coefficient. 
  b. State and prove the properties of joint characteristic function.

4. a. State and prove the properties of covariance function. 

  b. State and prove the properties of joint moment generating function

SET-3

1.a. The joint density function of random variables X and Y is



fxy(x,y)  = 8xy   ;  0≤x<1,  0<y<x





 =0       elsewhere


Find f(y/x) and f(x/y)

  b.The density function of two random variables X and Y is 

fxy(x, y) = u(x) u(y) 4e-2(x+y).Find the mean value of the function e-(x+y).

2. a. The joint density function of X and Y is

     f x,y(x,y) = xy/9  0<x<2 and 0<y<3 

Show that X and Y are uncorrelated.

b. Derive the expressions for the distribution and density functions of sum of two statistically independent random variables. 

3. a. Explain the physical significance of variance of a random variable. If X and Y are two √7. If X is a random variable with mean “m” = 0 and variance of σ2, find the mean and variance of the random variable Y =(x-m)/σ.

 b. Verify that two uncorrelated jointly Gaussian random variables are independent Gaussian random variables.

4. a. If X1, X2, X3, ... Xn are ‘n’ number of independent and identically distributed random variables such that Xk = 1/2 with a probability 1/2 = – 1/2 with a probability 1/2. Find the characteristic function of the random variable Y =(X1+X2+X3…+Xn)/2√n

b. State and prove the properties of covariance function. 

SET-4

1.Find the conditional density functions for the joint distribution 

  Fx,y(x,y)=4xyexp(x2+y2)u(x)u(y)

2.The density function of two random variables X and Y is 

fxy(x, y) = u(x) u(y) 4e-2(x+y).Find the mean value of the function e-(x+y).

3. Let the random variable Y be defined by Y=X2 Where X is continuous random variable. Find the cumulative distribution function and probability density function of Y.

4. Derive the expressions for the distribution and density functions of sum of two statistically independent random variable

Unit-IV

SET-1

  1. Explain the following 

i) Wide – sense stationary process and ii) Strict – sense stationary process. 

 2.Discuss about the following ergodic process 

  i) Mean Ergodic process.  ii) Correlation ergodic process.

  3.Explain the following with examples 


i) Discrete time stochastic process and  ii) Continuous time stochastic process. 

4. Explain the first and second order stationary random processes. 

 SET-2

1.Explain the classification of random processes.

2. Let X and Y be the random variables defined as X=cosФ and Y=sinФ, where Ф is a uniform random variable over (0,2π).


A)Are X and Y uncorrelated?

B)Are X and Y independent?

3.Verify that the density of the sum of two independent Random Variables is equal to the convolution of their individual densities.




4.X (t) is a stationary random process with a mean of 3 and an auto correlation function of 6+5exp (-0.2|τ|).Find the second central moment of the random variable Y=Z-W,where Z and W are the samples of the random process at t=4sec and t=8sec respectively.

SET-3

1.Find the cross correlation between the processes X (t)=Acoswt+Bsinwt  and Y(t)=Bcoswt-Asiwt,where A and B,where A and B are two standized Gaussian Random variables.

2. Z (t) = X Cos ω0t –Y Sinω0t is a random process, where X and Y are Poisson random variables with zero mean and variance K.Find the variance of the Process.

3.X (t) is a WSS process and Y (t) = A cos (ωct + θ) is a random process which is independent of X(t). Here, θ is a uniform random variable over (– π, π). If the auto-correlation function of X (t) is RXX(τ), Find the auto correlation of Z(t)=X(t)Y(t).

SET-4

1.Explain the classification of random processes.

2. Let X and Y be the random variables defined as X=cosФ and Y=sinФ, where Ф is a uniform random variable over (0,2π).


A)Are X and Y uncorrelated?

B)Are X and Y independent?

3.Verify that the density of the sum of two independent Random Variables is equal to the convolution of their individual densities.




4.X (t) is a stationary random process with a mean of 3 and an auto correlation function of 6+5exp (-0.2|τ|).Find the second central moment of the random variable Y=Z-W,where Z and W are the samples of the random process at t=4sec and t=8sec respectively.

Unit-V

   SET-1

1. For a random process X(t) derive the expression for power density spectrum. 

2.  State at least 4 properties of power density spectrum of a random process.

3. A random process X (t) = A0cos(ω0t + Θ) where A0, ω0 are real constants and is a random variable uniform on (0, Θπ/2). Find the average power of the random process. 

4. Derive the relationship between cross-power spectral density and cross correlation function. 

   SET-2

1.For a random process X(t) derive the expression for power density spectrum. 

2.State at least 4 properties of power density spectrum of a random process.

3.A random process X (t) = A0cos(ω0t + Θ) where A0, ω0 are real constants and is a random variable uniform on (0, Θπ/2). Find the average power of the random process. 

4.Derive the relationship between cross-power spectral density and cross correlation function. 

SET-3






 

1.Evaluate the cross power spectral density given the cross correlation of two processes X(t) and Y(t) is[image: image1.png](4B/2) [sin @yt +c0s @y (21 + ‘r)] ,



where A, B and 0ω are constant.
2.Derive the relationship between power spectral density and autocorrelation function. 

3.Determine the resultant output spectral density if a white noise of  spectral density unity is passed through a RC LPF with a transfer function H(w).




[image: image2.png]



4. Is power density spectrum an even function of ‘ω’ or odd function of ‘ω’? Justify.

[image: image3.png](a) A WSS random process X(t) has Rxx (1) = A [1 - u] —r<t<T

=0 else where
Find power density spectrum.

(b) Rxx (1) = %5 sinwgr. Find S, (w)




SET-4
1. Determine which of the following functions are valid power spectral density and why?

[image: image4.png]cos 8(w) i e’(“’")z
2+



1[image: image5.png]Let X() be a Zero mean, stationary, Gaussian process with autocorrelation
function Rx(7z). This process is applied to a square-law device defined by the
input-output relation Y(t) = X>(t).  Where Y(1) is the output.

i) Show that the mean of Y (1) is Rx(0)

ii) Show that the auto covariance function of Y(t) is 2R3 (1) | [1s]




2. “The Power Spectral density of any random waveform and its autocorrelation function are related by means of Fourier transform”. Prove and illustrate the above statement. 

3. Derive the relationship between power spectral density and autocorrelation function.
4. A random process X (t) = A0cos(ω0t + Θ) where A0, ω0 are real constants and is a random variable uniform on (0, Θπ/2). Find the average power of the random process. 

10. Sample assignment scrip
11. Unit-wise course material
12. Mid exam question papers
MID-1:
Answer any TWO.

1. a) Give the axiomatic approach of probability. 

 b) A card is drawn from a pack of 52 cards. Find the probability of getting a king or a heart card. 

2. a) What is Probability distribution function? Explain its properties.

    b)A random variable has probability density function

     fx(x) =  c x(1-x)       0≤x≤1 

   0


 else where

    Find  a) c  b) p(1/2≤X≤3/4)  
c) Fx(x)

3. a) Determine the relationship between central moments and moments about origin.

   b) Calculate E[X3], if X is uniformly distributed.

4. a) Define and explain conditional probability distribution function. Give its properties

  b)The joint density function of random variables X and Y is



fxy(x,y)  =  8xy   ;  0≤x<1,  0<y<x





  =  0       elsewhere


Find f(y/x) and f(x/y)

13. Mid & Quiz exam marks
	S.NO
	H.T NO
	NAME OF THE STUDENT
	PTSP(25)

	1
	138R1A0467
	KAKUMANI NAGARAJU
	18

	2
	138R1A0468
	K SHASHANK REDDY
	24

	3
	138R1A0469
	KAKKERA RAMYA
	21

	4
	138R1A0470
	KALAVAKUNTLA RITISH REDDY
	16

	5
	138R1A0471
	KALWALA RAHUL REDDY
	25

	6
	138R1A0472
	KAMTALA RAJALAXMI
	24

	7
	138R1A0473
	KAMUTAM SHIVA CHARAN
	21

	8
	138R1A0475
	KANNURU AVINASH
	21

	9
	138R1A0476
	U JYOTHI
	22

	10
	138R1A0477
	CHINTHAKUNTLA MANASA
	24

	11
	138R1A0478
	KASALA NIKITHA
	22

	12
	138R1A0479
	KASULA VASUDHA
	24

	13
	138R1A0480
	KESAVAGARU GOWTAMI
	23

	14
	138R1A0481
	KOLLU DIVYASRUTHI
	23

	15
	138R1A0482
	KOMMURI VENKAT RAMARAO
	23

	16
	138R1A0483
	KONDA VENKATESH
	21

	17
	138R1A0484
	KONDURI PRAVALIKA
	25

	18
	138R1A0485
	KORAMPALLI PRIYANKA REDDY
	18

	19
	138R1A0486
	KOTA SAI SRIDEVI
	21

	20
	138R1A0487
	KUKUNOORI SRILATHA
	22

	21
	138R1A0488
	KUMARI ROSHANI RAJ
	20

	22
	138R1A0489
	LAKSHMI DUBEY
	24

	23
	138R1A0490
	L. SRUJAN KUMAR REDDY
	19

	24
	138R1A0491
	M.MANIKANTH REDDY
	25

	25
	138R1A0492
	MAJJIGA PULIRANGADU
	25

	26
	138R1A0493
	MAMIDALA RAKESH
	22

	27
	138R1A0494
	MAMIDALA SHRAVYA SREE
	25

	28
	138R1A0495
	MANCHIRYALA ARUN KUMAR
	20

	29
	138R1A0496
	MANDAPATI SURENDRA REDDY
	20

	30
	138R1A0497
	M.LAKSHMI BHAVANA
	25

	31
	138R1A0498
	MANGA SHIVA
	21

	32
	138R1A0499
	MANUKONDA SAI MOHAN
	19

	33
	138R1A04A0
	MD SHADABUDDIN
	20

	34
	138R1A04A1
	MD SHAHANAZ BEGUM
	23

	35
	138R1A04A2
	MEDHA MEDURI
	18

	36
	138R1A04A3
	MOTOORI VAMSHI KRISHNA
	22

	37
	138R1A04A4
	MUBEEN ALI
	20

	38
	138R1A04A5
	N ANUSHA
	25

	39
	138R1A04A6
	N SAI RAMA KRISHNA
	25

	40
	138R1A04A7
	N SANTHAN REDDY
	20

	41
	138R1A04A8
	NAGELLI RAJASHEKAR REDDY
	20

	42
	138R1A04A9
	NAGIDI RAJINIKAR REDDY
	25

	43
	138R1A04B0
	NALLA SOWMYA
	21

	44
	138R1A04B1
	NARAM BHAVANA
	23

	45
	138R1A04B2
	P RAVALIKA
	23

	46
	138R1A04B3
	PADDALA SRAVAN KUMAR
	18

	47
	138R1A04B4
	PADAMATI SAILAJA
	25

	48
	138R1A04B5
	PADARI SURESH KUMAR
	24

	49
	138R1A04B6
	PASUPULETI VIGNAN
	20

	50
	138R1A04B7
	PATHIPAKA AJAY CHANDER
	23

	51
	138R1A04B8
	PATIMIDI KUSUMAVATHI
	23

	52
	138R1A04B9
	PILLI RAMYA
	22

	53
	138R1A04C0
	PIPPALAPALLI VASU
	25

	54
	138R1A04C1
	D NISHITHA SATYA SAI
	25

	55
	138R1A04C2
	DOPPALAPUDI ASRITHA
	23

	56
	138R1A04C3
	HOUJI SATYA NARAYANA
	25

	57
	138R1A04C4
	JALLA MANISH YADAV
	24

	58
	138R1A04C5
	KANIPOTI TEJASWINI
	25

	59
	138R1A04C6
	KARANAM AARTHI
	25

	60
	138R1A04C7
	KORANDLA SWETHA
	24

	61
	138R1A04C8
	M SRIKANTH NAIK
	16

	62
	138R1A04C9
	MEMULA LIKITHA
	24

	63
	138R1A04D0
	MOVVA UJWAL
	18

	64
	138R1A04D1
	MUNIGONDA SUMAN
	22

	65
	138R1A04D2
	NAKKALA NIKHIL KUMAR
	23

	66
	138R1A04D3
	NERALLA RAJASHEKAR GOUD
	19

	67
	138R1A04D4
	NEREDUKOMMA NARESH RAO
	20

	68
	401
	MEENA KUMARI
	19


	S.NO
	H.T NO
	NAME OF THE STUDENT
	PTSP

	1
	138R1A04D5
	POLIS PRINYANKA
	20

	2
	138R1A04D6
	PANAKANTI RAMA KRISHNA
	23

	3
	138R1A04D7
	POTHUMANCHI SAI SNEHITHA
	25

	4
	138R1A04D8
	PRADEEP KUMAR
	24

	5
	138R1A04E0
	PULAPAKULA HEMALATHA
	24

	6
	138R1A04E1
	PULUGARI YASASWINI
	23

	7
	138R1A04E2
	PERUMBOODOORU VAISHNAVI
	24

	8
	138R1A04E3
	SOUDALA SAIKRISHNA
	20

	9
	138R1A04E4
	RAJESWARI ASWATHI
	21

	10
	138R1A04E5
	RAVALIKA R K
	18

	11
	138R1A04E6
	S HARITHA
	25

	12
	138R1A04E7
	S MOUNIKA
	24

	13
	138R1A04E8
	PAMUDHURTHI DIWAKAR REDDY
	5

	14
	138R1A04E9
	SACHIN CHAUHAN
	19

	15
	138R1A04F0
	PANDIRI SHARANKUMAR
	19

	16
	138R1A04F1
	SALVERU TEJA
	18

	17
	138R1A04F2
	SAMPANGI VANI
	23

	18
	138R1A04F3
	S. VENKATESWARA REDDY
	20

	19
	138R1A04F4
	SANTHAT VADLA KARTHIK CHARY
	21

	20
	138R1A04F5
	SANTHOSHAM SAISREE
	20

	21
	138R1A04F6
	SHEELAM USHA SHETTY
	23

	22
	138R1A04F7
	SOMA HARISHMA
	24

	23
	138R1A04F8
	SRIRAM DASHARATHA
	19

	24
	138R1A04F9
	SUGHANDHAM RAMYA TEJA
	5

	25
	138R1A04G0
	SURINENI AJAY
	19

	26
	138R1A04G1
	T V V KARTHIK
	25

	27
	138R1A04G2
	TALARI THIMOTHI
	21

	28
	138R1A04G3
	TATOLU VENKATA SAI KIRAN
	22

	29
	138R1A04G4
	THAMMALA VENU GOPAL
	21

	30
	138R1A04G5
	THIRUMANI DEEPTHI
	25

	31
	138R1A04G6
	THODUPUNOORI SWAGATH
	18

	32
	138R1A04G7
	THOTA RAMA KANTH
	21

	33
	138R1A04G8
	VADLA SHIVA KUMAR
	16

	34
	138R1A04G9
	VALEGUBELLI EESHWAR
	15

	35
	138R1A04H0
	VATTIKULLA SHIVA KUMAR
	17

	36
	138R1A04H1
	VELPOOR VASAVI
	23

	37
	138R1A04H2
	VEMULA AVANTHIKA
	20

	38
	138R1A04H3
	VENKATA NAVEEN CHITTURI
	25

	39
	138R1A04H4
	VILASAGARAM RAVI KUMAR
	21

	40
	138R1A04H5
	VOLLALA SAI PRIYA
	22

	41
	138R1A04H6
	VUDEM ASHLESHA
	21

	42
	138R1A04H7
	YENNAM MOUNIKA
	18

	43
	138R1A04H9
	YEDLA SONY
	23

	44
	138R1A04I0
	YELAGALA PUNESH
	23

	45
	138R1A04I1
	YENNAM NAVADEEP REDDY
	19

	46
	138R1A04I2
	Y. SHOBANA SAHITHI
	24

	47
	138R1A04I3
	MADDHIKUNTLA JYOTHSNA
	22

	48
	138R1A04I4
	AMSAPURAM SRIVANI
	20

	49
	138R1A04I5
	ANAGANDULA SAGAR
	14

	50
	138R1A04I6
	BODDULA SHAHASREE
	21

	51
	138R1A04I7
	DAMERLA SAHITH
	20

	52
	138R1A04I8
	GOTTAM VAMSHIDHARREDDY
	21

	53
	138R1A04I9
	MADASU KARTHIK
	18

	54
	138R1A04J0
	RECHU TIRUPATHI REDDY
	17

	55
	138R1A04J1
	SUREVE UDAY GOUD
	21

	56
	138R1A04J2
	TAIDALA SURESH
	15

	57
	138R1A04J3
	DANABOINA MAHESH
	20

	58
	138R1A04J5
	PRASANNAKUMAR P
	14

	53
	138R1A04I9
	MADASU KARTHIK
	14

	53
	138R1A04I9
	MADASU KARTHIK
	19

	61
	138R1A04J8
	KOLIPAKA SUPRIYA
	21

	62
	138R1A04J9
	MAYAKUNYLA RANI SA
	17

	63
	138R1A04K0
	THOTA MANIDEEP
	14

	64
	138R1A04K1
	SRIGADHA ARAVIND KUMAR
	20

	65
	138R1A04K2
	PAMBA KARTHIK
	18

	66
	138R1A04K3
	DOLI SAI KRISHNA
	A

	67
	138R1A04K5
	M. YASHWANTH KUMAR
	20

	68
	148R5A0402
	SHIVA ABHILASH
	14

	69
	148R5A0401
	ALLE MEENAKUMARI
	

	70
	148R5A0403
	G GANGADHAR NAIK
	

	71
	148R5A0404
	E NAVEEN GOUD
	

	72
	148R5AO405
	G SHIVA MAHENDRA
	


14. List of slow learners (MUC)
	Class
	Roll No’s
	Total No. Of Candidates

	II-I B
	138R1A0470,C8,67,85,A2,B3,D0,90,99,D3,

LE-1,88,95,96,A0,A4,A7,A8,B6,D4

	          20

	II-I C
	138R1A04E8,F9,I5,J5,I9,K0,LE-2,

G9,J2,G8,H0,J0,J9,E5,F1,G6,H7,I9,K2,E9,F0,F8,G0,I1,I9,

D5,E3,F3,F5,H2,I4,I7,J3,K1,K5

	35


15. Remedial classes schedule for slow learners
16. Subject wise (attendance monthly).
	S.NO
	H.T NO
	NAME OF THE STUDENT
	JULY(26)
	AUG(15)

	1
	138R1A0467
	KAKUMANI NAGARAJU
	18
	11

	2
	138R1A0468
	K SHASHANK REDDY
	15
	10

	3
	138R1A0469
	KAKKERA RAMYA
	21
	11

	4
	138R1A0470
	KALAVAKUNTLA RITISH REDDY
	7
	6

	5
	138R1A0471
	KALWALA RAHUL REDDY
	9
	9

	6
	138R1A0472
	KAMTALA RAJALAXMI
	20
	13

	7
	138R1A0473
	KAMUTAM SHIVA CHARAN
	7
	9

	8
	138R1A0475
	KANNURU AVINASH
	7
	11

	9
	138R1A0476
	U JYOTHI
	21
	15

	10
	138R1A0477
	CHINTHAKUNTLA MANASA
	22
	12

	11
	138R1A0478
	KASALA NIKITHA
	21
	14

	12
	138R1A0479
	KASULA VASUDHA
	23
	12

	13
	138R1A0480
	KESAVAGARU GOWTAMI
	25
	15

	14
	138R1A0481
	KOLLU DIVYASRUTHI
	20
	11

	15
	138R1A0482
	KOMMURI VENKAT RAMARAO
	21
	11

	16
	138R1A0483
	KONDA VENKATESH
	20
	7

	17
	138R1A0484
	KONDURI PRAVALIKA
	24
	13

	18
	138R1A0485
	KORAMPALLI PRIYANKA REDDY
	15
	9

	19
	138R1A0486
	KOTA SAI SRIDEVI
	23
	14

	20
	138R1A0487
	KUKUNOORI SRILATHA
	24
	7

	21
	138R1A0488
	KUMARI ROSHANI RAJ
	9
	11

	22
	138R1A0489
	LAKSHMI DUBEY
	21
	14

	23
	138R1A0490
	L. SRUJAN KUMAR REDDY
	17
	13

	24
	138R1A0491
	M.MANIKANTH REDDY
	18
	12

	25
	138R1A0492
	MAJJIGA PULIRANGADU
	22
	15

	26
	138R1A0493
	MAMIDALA RAKESH
	19
	12

	27
	138R1A0494
	MAMIDALA SHRAVYA SREE
	20
	11

	28
	138R1A0495
	MANCHIRYALA ARUN KUMAR
	17
	10

	29
	138R1A0496
	MANDAPATI SURENDRA REDDY
	21
	8

	30
	138R1A0497
	M.LAKSHMI BHAVANA
	25
	15

	31
	138R1A0498
	MANGA SHIVA
	18
	7

	32
	138R1A0499
	MANUKONDA SAI MOHAN
	15
	6

	33
	138R1A04A0
	MD SHADABUDDIN
	14
	11

	34
	138R1A04A1
	MD SHAHANAZ BEGUM
	21
	15

	35
	138R1A04A2
	MEDHA MEDURI
	20
	10

	36
	138R1A04A3
	MOTOORI VAMSHI KRISHNA
	12
	11

	37
	138R1A04A4
	MUBEEN ALI
	9
	11

	38
	138R1A04A5
	N ANUSHA
	19
	12

	39
	138R1A04A6
	N SAI RAMA KRISHNA
	21
	12

	40
	138R1A04A7
	N SANTHAN REDDY
	13
	7

	41
	138R1A04A8
	NAGELLI RAJASHEKAR REDDY
	16
	9

	42
	138R1A04A9
	NAGIDI RAJINIKAR REDDY
	19
	12

	43
	138R1A04B0
	NALLA SOWMYA
	20
	9

	44
	138R1A04B1
	NARAM BHAVANA
	25
	13

	45
	138R1A04B2
	P RAVALIKA
	22
	12

	46
	138R1A04B3
	PADDALA SRAVAN KUMAR
	11
	10

	47
	138R1A04B4
	PADAMATI SAILAJA
	25
	15

	48
	138R1A04B5
	PADARI SURESH KUMAR
	20
	12

	49
	138R1A04B6
	PASUPULETI VIGNAN
	19
	10

	50
	138R1A04B7
	PATHIPAKA AJAY CHANDER
	25
	8

	51
	138R1A04B8
	PATIMIDI KUSUMAVATHI
	24
	11

	52
	138R1A04B9
	PILLI RAMYA
	24
	11

	53
	138R1A04C0
	PIPPALAPALLI VASU
	23
	11

	54
	138R1A04C1
	D NISHITHA SATYA SAI
	25
	10

	55
	138R1A04C2
	DOPPALAPUDI ASRITHA
	20
	11

	56
	138R1A04C3
	HOUJI SATYA NARAYANA
	24
	11

	57
	138R1A04C4
	JALLA MANISH YADAV
	15
	11

	58
	138R1A04C5
	KANIPOTI TEJASWINI
	25
	15

	59
	138R1A04C6
	KARANAM AARTHI
	22
	10

	60
	138R1A04C7
	KORANDLA SWETHA
	22
	11

	61
	138R1A04C8
	M SRIKANTH NAIK
	24
	12

	62
	138R1A04C9
	MEMULA LIKITHA
	25
	10

	63
	138R1A04D0
	MOVVA UJWAL
	21
	12

	64
	138R1A04D1
	MUNIGONDA SUMAN
	22
	12

	65
	138R1A04D2
	NAKKALA NIKHIL KUMAR
	20
	12

	66
	138R1A04D3
	NERALLA RAJASHEKAR GOUD
	8
	4

	67
	138R1A04D4
	NEREDUKOMMA NARESH RAO
	15
	7

	68
	401
	MEENA KUMARI
	
	15


	S.NO
	H.T NO
	NAME OF THE STUDENT
	JUL(24)
	Aug(15)

	1
	138R1A04D5
	POLIS PRINYANKA
	15
	9

	2
	138R1A04D6
	PANAKANTI RAMA KRISHNA
	17
	10

	3
	138R1A04D7
	POTHUMANCHI SAI SNEHITHA
	19
	15

	4
	138R1A04D8
	PRADEEP KUMAR
	19
	11

	5
	138R1A04E0
	PULAPAKULA HEMALATHA
	24
	12

	6
	138R1A04E1
	PULUGARI YASASWINI
	23
	15

	7
	138R1A04E2
	PERUMBOODOORU VAISHNAVI
	22
	15

	8
	138R1A04E3
	SOUDALA SAIKRISHNA
	15
	8

	9
	138R1A04E4
	RAJESWARI ASWATHI
	21
	15

	10
	138R1A04E5
	RAVALIKA R K
	14
	13

	11
	138R1A04E6
	S HARITHA
	18
	13

	12
	138R1A04E7
	S MOUNIKA
	24
	16

	13
	138R1A04E8
	PAMUDHURTHI DIWAKAR REDDY
	17
	4

	14
	138R1A04E9
	SACHIN CHAUHAN
	11
	14

	15
	138R1A04F0
	PANDIRI SHARANKUMAR
	12
	11

	16
	138R1A04F1
	SALVERU TEJA
	18
	15

	17
	138R1A04F2
	SAMPANGI VANI
	17
	15

	18
	138R1A04F3
	S. VENKATESWARA REDDY
	14
	8

	19
	138R1A04F4
	SANTHAT VADLA KARTHIK CHARY
	21
	12

	20
	138R1A04F5
	SANTHOSHAM SAISREE
	13
	7

	21
	138R1A04F6
	SHEELAM USHA SHETTY
	16
	9

	22
	138R1A04F7
	SOMA HARISHMA
	16
	9

	23
	138R1A04F8
	SRIRAM DASHARATHA
	19
	16

	24
	138R1A04F9
	SUGHANDHAM RAMYA TEJA
	21
	10

	25
	138R1A04G0
	SURINENI AJAY
	13
	11

	26
	138R1A04G1
	T V V KARTHIK
	15
	9

	27
	138R1A04G2
	TALARI THIMOTHI
	13
	15

	28
	138R1A04G3
	TATOLU VENKATA SAI KIRAN
	18
	12

	29
	138R1A04G4
	THAMMALA VENU GOPAL
	10
	8

	30
	138R1A04G5
	THIRUMANI DEEPTHI
	24
	15

	31
	138R1A04G6
	THODUPUNOORI SWAGATH
	15
	11

	32
	138R1A04G7
	THOTA RAMA KANTH
	9
	10

	33
	138R1A04G8
	VADLA SHIVA KUMAR
	15
	14

	34
	138R1A04G9
	VALEGUBELLI EESHWAR
	14
	8

	35
	138R1A04H0
	VATTIKULLA SHIVA KUMAR
	12
	12

	36
	138R1A04H1
	VELPOOR VASAVI
	14
	14

	37
	138R1A04H2
	VEMULA AVANTHIKA
	13
	12

	38
	138R1A04H3
	VENKATA NAVEEN CHITTURI
	17
	13

	39
	138R1A04H4
	VILASAGARAM RAVI KUMAR
	16
	9

	40
	138R1A04H5
	VOLLALA SAI PRIYA
	16
	14

	41
	138R1A04H6
	VUDEM ASHLESHA
	20
	15

	42
	138R1A04H7
	YENNAM MOUNIKA
	17
	14

	43
	138R1A04H9
	YEDLA SONY
	22
	12

	44
	138R1A04I0
	YELAGALA PUNESH
	15
	10

	45
	138R1A04I1
	YENNAM NAVADEEP REDDY
	11
	14

	46
	138R1A04I2
	Y. SHOBANA SAHITHI
	24
	15

	47
	138R1A04I3
	MADDHIKUNTLA JYOTHSNA
	15
	14

	48
	138R1A04I4
	AMSAPURAM SRIVANI
	19
	11

	49
	138R1A04I5
	ANAGANDULA SAGAR
	12
	9

	50
	138R1A04I6
	BODDULA SHAHASREE
	19
	14

	51
	138R1A04I7
	DAMERLA SAHITH
	17
	3

	52
	138R1A04I8
	GOTTAM VAMSHIDHARREDDY
	14
	11

	53
	138R1A04I9
	MADASU KARTHIK
	10
	10

	54
	138R1A04J0
	RECHU TIRUPATHI REDDY
	14
	14

	55
	138R1A04J1
	SUREVE UDAY GOUD
	10
	11

	56
	138R1A04J2
	TAIDALA SURESH
	14
	15

	57
	138R1A04J3
	DANABOINA MAHESH
	17
	13

	58
	138R1A04J5
	PRASANNAKUMAR P
	12
	14

	53
	138R1A04I9
	MADASU KARTHIK
	6
	7

	53
	138R1A04I9
	MADASU KARTHIK
	13
	11

	61
	138R1A04J8
	KOLIPAKA SUPRIYA
	16
	12

	62
	138R1A04J9
	MAYAKUNYLA RANI SA
	15
	12

	63
	138R1A04K0
	THOTA MANIDEEP
	10
	9

	64
	138R1A04K1
	SRIGADHA ARAVIND KUMAR
	11
	12

	65
	138R1A04K2
	PAMBA KARTHIK
	7
	14

	66
	138R1A04K3
	DOLI SAI KRISHNA
	0
	0

	67
	138R1A04K5
	M. YASHWANTH KUMAR
	10
	11

	68
	148R5A0402
	SHIVA ABHILASH
	
	13


17. Slow learners attendance
	S.NO
	ROLL NO
	NAME
	JULY
	AUG

	1
	138R1A0470
	KALAVAKUNTLA RITISH REDDY
	
	

	2
	138R1A04C8
	M SRIKANTH NAIK
	
	

	3
	138R1A0467
	KAKUMANI NAGARAJU
	
	

	4
	138R1A0485
	KORAMPALLI PRIYANKA REDDY
	
	

	5
	138R1A04A2
	MEDHA MEDURI
	
	

	6
	138R1A04B3
	PADDALA SRAVAN KUMAR
	
	

	7
	138R1A04D0
	MOVVA UJWAL
	
	

	8
	138R1A0490
	L. SRUJAN KUMAR REDDY
	
	

	9
	138R1A0499
	MANUKONDA SAI MOHAN
	
	

	10
	138R1A04D3
	NERALLA RAJASHEKAR GOUD
	
	

	11
	148R5A0401
	MEENA KUMARI
	
	

	12
	138R1A0488
	KUMARI ROSHANI RAJ
	
	

	13
	138R1A0495
	MANCHIRYALA ARUN KUMAR
	
	

	14
	138R1A0496
	MANDAPATI SURENDRA REDDY
	
	

	15
	138R1A04A0
	MD SHADABUDDIN
	
	

	16
	138R1A04A4
	MUBEEN ALI
	
	

	17
	138R1A04A7
	N SANTHAN REDDY
	
	

	18
	138R1A04A8
	NAGELLI RAJASHEKAR REDDY
	
	

	19
	138R1A04B6
	PASUPULETI VIGNAN
	
	

	20
	138R1A04D4
	NEREDUKOMMA NARESH RAO
	
	


	S.NO
	ROLL NO
	NAME
	JULY
	AUG

	1
	138R1A04E8
	PAMUDHURTHI DIWAKAR REDDY
	
	

	2
	138R1A04F9
	SUGHANDHAM RAMYA TEJA
	
	

	3
	138R1A04I5
	ANAGANDULA SAGAR
	
	

	4
	138R1A04J5
	PRASANNAKUMAR P
	
	

	5
	138R1A04I9
	MADASU KARTHIK
	
	

	6
	138R1A04K0
	THOTA MANIDEEP
	
	

	7
	148R5A0402
	SHIVA ABHILASH
	
	

	8
	138R1A04G9
	VALEGUBELLI EESHWAR
	
	

	9
	138R1A04J2
	TAIDALA SURESH
	
	

	10
	138R1A04G8
	VADLA SHIVA KUMAR
	
	

	11
	138R1A04H0
	VATTIKULLA SHIVA KUMAR
	
	

	12
	138R1A04J0
	RECHU TIRUPATHI REDDY
	
	

	13
	138R1A04J9
	MAYAKUNYLA RANI SA
	
	

	14
	138R1A04E5
	RAVALIKA R K
	
	

	15
	138R1A04F1
	SALVERU TEJA
	
	

	16
	138R1A04G6
	THODUPUNOORI SWAGATH
	
	

	17
	138R1A04H7
	YENNAM MOUNIKA
	
	

	18
	138R1A04I9
	MADASU KARTHIK
	
	

	19
	138R1A04K2
	PAMBA KARTHIK
	
	

	20
	138R1A04E9
	SACHIN CHAUHAN
	
	

	21
	138R1A04F0
	PANDIRI SHARANKUMAR
	
	

	22
	138R1A04F8
	SRIRAM DASHARATHA
	
	

	23
	138R1A04G0
	SURINENI AJAY
	
	

	24
	138R1A04I1
	YENNAM NAVADEEP REDDY
	
	

	25
	138R1A04I9
	MADASU KARTHIK
	
	

	26
	138R1A04D5
	POLIS PRINYANKA
	
	

	27
	138R1A04E3
	SOUDALA SAIKRISHNA
	
	

	28
	138R1A04F3
	S. VENKATESWARA REDDY
	
	

	29
	138R1A04F5
	SANTHOSHAM SAISREE
	
	

	30
	138R1A04H2
	VEMULA AVANTHIKA
	
	

	31
	138R1A04I4
	AMSAPURAM SRIVANI
	
	

	32
	138R1A04I7
	DAMERLA SAHITH
	
	

	33
	138R1A04J3
	DANABOINA MAHESH
	
	

	34
	138R1A04K1
	SRIGADHA ARAVIND KUMAR
	
	

	35
	138R1A04K5
	M. YASHWANTH KUMAR
	
	


18. Sample mid answer script
19. Slow learners performance in MID questions
20. Result Analysis
21. Material collected from Internet/Websites (hard copy)
22. Power point presentations
23. Previous question papers
24. References (Text books/websites/Journals)
TEXT BOOKS

1. Probability, Random Variables & Random Signal Principles – Peyton Z. Peebles, 4ed., 2001. TMH.

2.  Probability, Random Variables and Stochastic Processes – Anthanasios Papoulis and S.Unnikrishna Pillai, 4ed., TMH.

REFERENCE BOOKS
1.
Theory of Probability and Stochastic Processes – Pradip Kumar Gosh, University Press.

2.
 Probability Methods of Signal and System Analysis – George R. cooper, Clave D. Mc. 

 Gillem, 3ed. 1999, Oxford.

3.
 Probability and random processes for engineers and scientists-A. B Clarke, 

 Ralph L. Disney
4.
 Principles of Communication systems-H.Taub,Donald.L.Schilling,

 Goutam Saha, 3 ed., 2007,TMH

5.
Probability Theory and Stochastic Processes-Mallikarjuna Reddy CengageLearning

6.
Probability and Random Processes with Application to Signal Processing-

Henry Stark and John W. Woods, 3 ed., PE

  Websites and useful links


1.
www.mit.edu


2.
www.soe.stanford.edu


3.
www.grad.gatech.edu


4.
www.gsas.harward.edu


5.
www.eng.ufl.edu


6.
www.iitk.ac.in 


7.
www.iitd.ernet.in


8.
www.iitb.ac.in


9.
www.iitm.ac.in


10.
www.iitr.ac.in


11.
www.iitg.ernet.in


12.
www.bits-pilani.ac.in


13.
www.bitmesra.ac.in


14.
www.psgtech.edu


15.
www.iisc.ernet.in


16.
www.ieee.org
Useful URLs
1. http://www.nptel.iitm.ac.in/video.php?subjectId=117105085
2. http://as.wiley.com/WileyCDA/WileyTitle/productCd-EHEP000391.html
3. http://www.handbook.unsw.edu.au/undergraduate/courses/2013/MATH3901.html
4. http://www.gobookee.net/probability-and-stochastic-processes-yates-solution-manual/
5. http://freepdfdb.com/pdf/probability-theory-and-stochastic-processes-peebles
6. http://www.uq.edu.au/study/course.html?course_code=STAT4403
7. http://www.maths.unsw.edu.au/courses/math5846-introduction-probability-and-stochastic-processes
8. http://en.wikipedia.org/wiki/Stochastic_process
9. http://www.math.niu.edu/~rusin/known-math/index/60-XX.html
10. https://studyat.anu.edu.au/courses/ENGN8538;details.html
  Expert Details
   International


1. Peyton z. Peebles, jr., is Professor Emeritus of Electrical and Computer Engineering at the University of Florida.


2. Anthanasios Papoulis was a member of the faculty of the Polytechnic Institute of New York University 


     National
1. Mrs.Chitralekha Mahanta, Ph. D.Professor,

                        EEE Department, IIT Guwahati, Guwahati



Phone: +91 361 2582507 (O), Fax : +91-361-2582542 
               email: chitra[image: image6.png]


iitg.ernet.in 

2. Mr.Gupta, Sanjeev, Ph.D.(Communication Engineering),

Dhirubhai Ambani Institute of Information and Communication,Gandhinagar,Gujrat.



email:sanjeev_gupta@daiict.ac.in



Office : (+91) 079-3051-0594

3. Bansal R.K,Ph.D,ECE dept,IIT kanpur

phone: +91-512-2597075, Fax: +91-512-2590063
Email: rkb@iitk.ac.in 

 Regional


1. Dr.S. ANURADHA, Assistant Professor, ECE Department, NIT, Warangal

E-Mail :anu_praise2004@yahoo.co.in

Phone No. :08702462446

    2.SRI.SRIDHAR KV, Assoc Professor, ECE Department, NIT, Warangal

E-Mail : sridhar@nitw.ac.in

 Journals

International

· IEEE transactions on Automatic Control 

· Stochastic: An International Journal of Probability and                                                                      

stochasticProcesses,Taylor & Francis Group

· International Journal of Stochastic Analysis

· Centre for Modeling of Stochastic Systems,Monash University(Russia)

· IEEE transactions on Signal Processing


National

· Electronic Journal of Probability

· Stochastic Processes and their Applications

· Indian Society for Probability and Statistics

