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Department of Computer science and Engineering
1. Department Vision Mission
Vision
To produce globally competent and industry ready graduates in Computer Science & Engineering by imparting quality education with a know​how of cutting edge technology and holistic personality.
Mission

M1. To offer high quality education in Computer Science & Engineering in order to Build core competence for the graduates solid foundation in Applied Mathematics, and program framework with a focus on concept building.

 M2. The department promotes excellence in teaching, research, and collaborative Activities to prepare graduates for professional career or higher studies.

 M3. Intellectual environment for developing logical skills and problem solving Strategies, thus to develop, able and proficient computer engineer to compete in the Current global scenario.
2.1 Program Educational outcome (PEO):
The Program educational objectives of the Environmental Engineering Science program are:

PEO 1: Excel in professional career or higher education by acquiring knowledge in mathematical, computing and engineering principles.
 PEO 2: To provide intellectual environment for analyzing and designing computing systems for technical needs.
 PEO 3: Exhibit professionalism, multidisciplinary teamwork and adapt to current trends by engaging in lifelong learning and practice their profession with legal.
2.2 Program Outcomes (POs):
1.  Engineering knowledge: Apply the knowledge of mathematics, science, engineering fundamentals, and an engineering specialization to the solution of complex engineering problems. 
2. Problem analysis: Identify, formulate, review research literature, and analyze complex engineering problems reaching substantiated conclusions using first principles of mathematics, natural sciences, and engineering sciences. 

3. Design/development of solutions: Design solutions for complex engineering problems and design system components or processes that meet the specified needs with appropriate consideration for the public health and safety, and the cultural, societal, and environmental considerations. 

4. Conduct investigations of complex problems: Use research-based knowledge and research methods including design of experiments, analysis and interpretation of data, and synthesis of the information to provide valid conclusions. 

5. Modern tool usage: Create, select, and apply appropriate techniques, resources, and modern engineering and IT tools including prediction and modeling to complex engineering activities with an understanding of the limitations. 

6. The engineer and society: Apply reasoning informed by the contextual knowledge to assess societal, health, safety, legal and cultural issues and the consequent responsibilities relevant to the professional engineering practice. 

7. Environment and sustainability: Understand the impact of the professional engineering solutions in societal and environmental contexts, and demonstrate the knowledge of, and need for sustainable development. 

8. Ethics: Apply ethical principles and commit to professional ethics and responsibilities and norms of the engineering practice. 

9. Individual and team work: Function effectively as an individual, and as a member or leader in diverse teams, and in multidisciplinary settings. 

10. Communication: Communicate effectively on complex engineering activities with the engineering community and with society at large, such as, being able to comprehend and write effective reports and design documentation, make effective presentations, and give and receive clear instructions. 

11. Project management and finance: Demonstrate knowledge and understanding of the engineering and management principles and apply these to one’s own work, as a member and leader in a team, to manage projects and in multidisciplinary environments. 
12. Life-long learning: Recognize the need for, and have the preparation and ability to engage in independent and life-long learning in the broadest context of technological change.
2.3 Program Specific Outcomes (PSOs)
PSO1:  Professional Skills and Foundations of Software development: Ability to analyze, design and develop applications by adopting the dynamic nature of Software developments.
PSO2: Applications of Computing and Research Ability: Ability to use knowledge in cutting    edge technologies in identifying research gaps and to render solutions with innovative ideas.
3.  List of Course Outcomes 
	C54015.1
	Define grammar’s and automata with rigorously formal mathematical methods;

	C54015.2
	Interpret regular expressions and context-free grammars accepting or generating a certain language;

	C54015.3
	Describe the language accepted by automata or generated by a regular expression or a context-free grammar;

	C54015.4
	Discuss automata and context-free grammar to determine certain word belongs to a language.

	C54015.5
	Design complex problems and determine decidability of problems.

	C54015.1
	Define grammar’s and automata with rigorously formal mathematical methods;


4. Syllabus copy

UNIT-I

Fundamentals : Strings, Alphabet, Language, Operations, Finite state machine, definitions, finite automaton model, acceptance of strings, and languages, deterministic finite automaton and non deterministic finite automaton, transition diagrams and Language recognizers. Finite Automata: NFA with Î transitions - Significance, acceptance of languages. Conversions and Equivalence: Equivalence between NFA with and without e-transitions, NFA to DFA conversion, minimization of FSM, equivalence between two FSM’s, Finite Automata with output- Moore and Melay machines.

UNIT -II

Regular Languages: Regular sets, regular expressions, identity rules, Constructing finite Automata for a given regular expressions, Conversion of Finite Automata to Regular expressions. Pumping lemma of regular sets, closure properties of regular sets (proofs not required).

UNIT – III
Context Free Grammars: Regular grammars-right linear and left linear grammars, equivalence between regular linear grammar and FA, inter conversion, Context free grammar, derivation trees, sentential forms. Right most and leftmost derivation of strings.
Push Down Automata: Push down automata, definition, model, acceptance of CFL, Acceptance by final state and acceptance by empty state and its equivalence. Equivalence of CFL and PDA, interconversion. (Proofs not required). Introduction to DCFL and DPDA.
UNIT – IV
Context Free Grammars : Ambiguity in context free grammars. Minimisation of Context Free Grammars. Chomsky normal form, Greiback  normal form, Pumping Lemma for Context Free Languages. Enumeration of properties of CFL (proofs omitted).
Turing Machine: Turing Machine, definition, model, design of TM, Computable functions, recursively enumerable languages. Church’s hypothesis, counter machine, types of Turing machines (proofs not required). linear bounded automata and context sensitive language,

UNIT – V

Undecidability: decidability of, problems, Universal Turing Machine, undecidability of posts. Correspondence problem, Turing reducibility, Definition of P and NP problems, NP complete and NP hard problem.
4.1 References (Text books/websites/Journals)

Text books    

      T1. "Introduction to Automata Theory Languages and Computation". 

                Hopcroft H.E. and Ullman J. D. Pearson Education 

      T2.Introduction to Theory of Computation -Sipser 2nd edition Thomson 
      REFERENCE BOOKS
      R1. Introduction to Computer Theory, Daniel LA. Cohen, John Wiley. 

      R2.Introduction to languages and the Theory of Computation, John C Martin, TMH 

      R3."Elements of Theory of Computation", Lewis H.P. & Papadimition C.H. Pearson! PHI. 

      R4.Theory of Computer Science - Automata languages and computation -Mishra and     
              Chandrashekaran, 2nd edition, PHI 
5. Session plan

	S.NO
	TOPIC TO BE COVERED

	Suggested Books

(Eg. T1, T2,R1)
	NO. OF LECTURES REQUIRED

	UNIT – I


	1
	Strings, Alphabet, Language, Operations
	T1,T2
	1

	2
	Finite state machine, definitions, finite automaton model

	T1,R1
	2

	3
	Acceptance of strings, and languages

	T1,R1
	2

	4
	Deterministic finite automaton and non deterministic finite automata

	T1,T2
	1

	5
	Transition diagrams and Language recognizers.
	T1,T2
	1

	1
	NFA with Î transitions - Significance, acceptance of languages. Conversions and Equivalence

	T1,T2
	2

	2
	Equivalence between NFA with and without Î transitions, NFA to DFA conversion, minimisation of FSM

	T1,R1
	2

	3
	Equivalence between two FSM’s, Finite Automata with output- Moore and Melay machines.

	T1,T2,R1
	3

	UNIT-II


	1
	Regular sets, regular expressions, identity rules, Constructing finite Automata for a given regular expressions
	T1
	2

	2
	Conversion of Finite Automata to Regular expressions

	T1
	1

	3
	Pumping lemma of regular sets
	T1
	2

	4
	Closure properties of regular sets (proofs not required).

	T1
	1

	UNIT – III



	1
	Regular grammars-right linear and left linear grammars,

	T1
	2

	2
	Equivalence between regular linear grammar and FA

	T1
	2

	3
	Inter conversion, Context free grammar

	T1
	2

	4
	Derivation trees, sentential forms

	T1
	2

	5
	Right most and leftmost derivation of strings
Ambiguity in context free grammars.

	T1
	2

	UNIT-IV


	1
	Minimisation of Context Free Grammars
	T1,R2
	2

	2
	Chomsky normal form, Greiback normal form

	T1
	1

	3
	Pumping Lemma for Context Free Languages

	T1
	2

	4
	Enumeration of 
properties of CFL 

	T1
	2

	1
	Push down automata, definition, model, acceptance of CFL

	T1,R2
	2

	2
	Acceptance by final state and acceptance by empty state and its equivalence

	T1,R1
	1

	3
	Equivalence of CFL and PDA, interconversion.

	T1
	2

	4
	Introduction to DCFL and DPDA

	T1
	2

	1
	Turing Machine, definition, model, design of TM
	T1
	2

	2
	Computable functions, 

	T1,R2
	2

	3
	Recursively enumerable languages

	T1,R1
	2

	4
	Church’s hypothesis, counter machine

	T1
	2

	5
	Types of Turing machines

	T1
	2

	UNIT-V



	1
	Decidability of, problems
	T1
	2

	2
	Undecidability of posts. Correspondence problem

	T1
	2

	3
	Decidability of, problemsTuring Machine, 

	T1
	2

	4
	Definition of P and NP problems, NP complete and NP hard problems.

	T1
	2


6. Session Execution Log
	S No
	Unit
	Scheduled completed date
	Completed date
	Remarks

	1
	I
	02-01-2018
	04-01-2018
	

	2
	II
	22-01-2018
	25-01-2018
	

	3
	III
	18-02-2018
	22-02-2018
	

	4
	IV
	13-03--2018
	20-03-2018
	

	5
	V
	25-03-2018
	02-04-2018
	


7. Lecture Notes

Attached in CD
8. Assignment Questions along with sample Assignment Script
Assignment-1
1. Obtain a DFA to accept strings of a’s and b’s having even number of a’s and b’s . [CO1]
2. Draw a DFA to accept string of 0’s and 1’s ending with the string 011. [CO1]
3. Convert following NFA to DFA [CO2]
4. Construct a Finite Automata equivalence to the regular expression (0+1)*(00+11)(0+1)* [CO2]
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5. Convert the following DFA to Regular Expression 
[image: image3.emf]
Assignment-2
1. Construct  the  pushdown automata for the language L=anbn/n>=1. [CO3]
2. Convert the following Grammar into GNF [CO4]
A1→A2A3

A2→A3A1|b

A3→A1A2|a

3. Construct the TM for the language L= { 0n1m0n1m  / m,n>=1}.  [CO4]
4. Discuss briefly about P and NP problems. [CO5]
5. Write about undecidability of PCP. [CO5]
9. Mid exam Question Papers along with sample Answer 
      Scripts 
MID-1
1)a) Define NFA to accept all strings that ends with 01      [co3]

b)Convert NFA with є-moves in the following figure to equivalent NFA without є-moves  [co1] 


     0
1
2


є
є

2) a)Convert the following NFA into equivalent DFA         [co4]  


     0                            0,1                                      0                            0,1


1

1 
b) Construct the Moore machine for given Melay machine          [co1]

	state
	a
	b
	o/p

	q0
	q0
	q2
	0

	q1
	q1
	q0
	1

	q2
	q2
	q1
	1


3)a) Construct a finite Automata which accepts the regular expression  10+(0+11)0*1     [co2]

b)Find the Regular Expression accepted by following FA.      [co2]
                                         a





        b 



                   a
b                            a



b                                a,b

4)a)Define Context Free Grammar and give Example?      [co4]

b) What Context freeLanguage generated by the Grammar  S->abB,  A->aaBb,  B->bbAa,   A->є          [c04]
MID-2
1. What is ambiguous grammar? Show that the following grammar is ambiguous,

    E→E+E|E-E|E*E|E/E|E(E)|a

  Where E is the start symbol? Find the unambiguous grammar.     [CO3]
2. Explain the pumping lemma for context free languages.     [CO3], [CO4]
3. Explain the differences between PDA and TM.  [CO4]
4.  Discuss briefly about P and NP problems.     [CO5]
10. Scheme of Evaluation
         MID-I
1. 1)a) Define NFA to accept all strings that ends with 01      [co3]

b)Convert NFA with є-moves in the following figure to equivalent NFA without є-moves  [co1] 


     0
1
2


є
є
                a)  Define NFA          



      2 Marks

                b) convert NFA                


      3 Marks
Total   Marks   



      [5M]      
2) a)Convert the following NFA into equivalent DFA         [co4]  


     0                            0,1                                      0                            0,1


1

1 
b) Construct the Moore machine for given Melay machine          [co1]

	state
	a
	b
	o/p

	q0
	q0
	q2
	0

	q1
	q1
	q0
	1

	q2
	q2
	q1
	1


 a)  Convert  NFA    to DFA      

3 Marks

   b) Moore and melay               
        2 Marks

Total   Marks   



      [5M]      
3)a) Construct a finite Automata which accepts the regular expression  10+(0+11)0*1     [co2]

b)Find the Regular Expression accepted by following FA.      [co2]
                                         a





        b 



                   a
b                            a



b                                a,b
a)  Construct FA          

             2 Marks

 b) Finding  Regular Expression                
    3 Marks
Total   Marks   



      [5M]      
4)a)Define Context Free Grammar and give Example?      [co4]

b) What Context freeLanguage generated by the Grammar  S->abB,  A->aaBb,  B->bbAa,   A->є          [c04]
a)Define CFG          

             2 Marks

 b) LMD & RMD
                
    3 Marks
Total   Marks   



      [5M]      
  MID-II

1. What is ambiguous grammar? Show that the following grammar is ambiguous,

    E→E+E|E-E|E*E|E/E|E(E)|a

  Where E is the start symbol? Find the unambiguous grammar.     [CO3]
       Definition of the ambiguous grammar      



[1M]
       Deriving the grammar






[2M]
       Drawing the Parse Tree





[2M]



Total   Marks   




[5M]
2. Explain the pumping lemma for context free languages. [CO3], [CO4]
      Defining the pumping Lemma for CFG



[2M]
      Proof, Basis and Induction. 


     


[3M]



Total   Marks   




[5M]
3. Explain the differences between PDA and TM.[CO4]
      Difference of PushDown Automata and Turing Machine   

[5M]


Total   Marks   





[5M]
4. Discuss briefly about P and NP problems.     [CO5]
    Defining P Problems






[2.5 M]
    Defining the NP Problems





[2.5 M]


Total   Marks   

11. Mappings of Cos with Pos and PSOs
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12. Attainment of COs, POs and PSOs
13.  University Question Papers
   Attached

14. Power Point Presentations (PPTs)
Attached in CD
15.1 Websites
· http://www.cse.chalmers.se/edu/course/TMV027/ 
· http://www.eecs.wsu.edu/~ananth/CptS317/ 
· http://www.nptel.iitm.ac.in/downloads/106106049/ 188

15.2  E-links 
· http://books.google.co.in/books?id=tzttuN4gsVgC&source=gbs_similarbook
· http://www.computersciencemcq.com/mcq. 
· http://en.wikipedia.org/wiki/Formal_language 
· http://en.wikipedia.org/wiki/Automata_theory 
· http://cs.fit.edu/~dmitra/FormaLang/ 
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